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SYNTHETIC FLIGHT TRAINING SYSTEM
Ui STUDY

1.0 INTRODUCTION

_ 1.1 BACKGROUND

The Project Manager for Training Devices (PM TRADE) is planning the

acquisition and integration of advanced visual simulation technology for the Army's

family of Synthetic Flight Training Systems (SFTS).

In 1967, Headquarters, USA Combat Development Command issued the

first in a series of what are now entitled Training Device Requirements (TDR)

documents for the development of the SFTS.

S..A significant portion of Section I - Statement of Requirement, of the

current TDR dictates provision for:

- "the flexibility required for the modification of training programs and

synthetic training equipment to reflect changes in training device

technology, in the Army aviation mission, and in the equ.,ment available to

N accomplish that mission."

The myriad of changes in training device technology and equipment have .-

affected virtually every major functional area: Computation, instruction, motion
- platforms, etc. One functional area which has received considerable examination and

analysis is visual simulation technology. According to the Statement of Work (SOW) in
NAVTRAEQUIPCEN solicitation N61339-82-R-0139 for Visual System Component

Development Program (VSCDP) Phase II - Hardware Development and Evaluation:

"The need to advance visual simulation technology is driven by the fielding

of increasingly sophisticated weapon systems for use in land based battles.

The expanded operational capabilities and increasing operational costs for

new weapon systems require increased usage of simulated environments for

training up to full tactical mission capabilities. This program (VSCDP) has O

been established to accelerate the integration and system demonstration of

next generation nap-of-the-earth (NOE) combat visual simulation techno- 2.

logy.".
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The statement of need articulated above conveys the underlying rationale

for the acquisition and integration of advanced visual simulation technology. The

gravity of this need has been anticipated as witnessed by its designation as a Pre-

Planned Product Improvement (P31) program to be integrated into the AH-64 Combat

Mission Simulator (CMS), Device 2B40. The Army's requirement to acquire such

technology in a prudent, cost effective manner within the constraints of an
accelerated schedule contributed to the PM TRADE's decision to engage Science v "

Applications, Incorporated and its subcontractors, Seville Training Systems and Mr.

Benjamin Harrison, Consultant (hereafter referred to as the team) to conduct this

study for the purposes detailed below in paragraph 1.2. "_..

1.2 PURPOSE

The primary purposes of the SFTS study are to provide a basis for sound

acquisition decisions concerning the integration of the Visual System Component
Development Program (VSCDP) technology with the SFTS,. and to identify
opportunities for achieving instructional features, hardware and software commonality

during the anticipated expansion and upgrading of the various SFTS simulators.

1.3 SCOPE

This study portrays the expected growth pattern of the SFTS and identifies
various acquisition options available to decision makers who are charged with the

accomplishment of the SFTS's growth. The scope of the study is limited to a time
frame which takes into account the VSCDP's planned development schedule. In

consideration thereof, the study focuses on near term (not more than I0 years)
acquisition decisions. It is within this fundamental parameter that the study's basic
issues of visual technology application and commonality are analyzed.

The study focuses on approximately five prinicpal organizations currently

involved in advancing the state-of-the-art in visual technology. The data collected
and analyzed from these organizations and other sources within the SFTS community

were utilized to identify trade-offs between performance, cost, supportability and
risk. These analyses provide the relevant decision makers with guidelines for the .

evaluation of the identified trade-offs in the time phase of each expected acquisition

action.

1-2
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1.4 ORGANIZATION OF THE REPORT

The report has five sections, including the present one. Section 2.0,
L U Executive Summary, provides the essential information of the report, highlighting

conclusions and recommendations. Section 3.0, Visual Technology Application,
~-.1<.discusses the methodology applied by the team in the analysis of visual technology

application. This section presents separate yet interrelated analyses on: Visual
system acquisition actions anticipated over the next five to ten years; an assessment

" "of the impact of VSCDP technology on enhancing system performance for each type

SFTS; a cost and risk analysis and a comparison of visual acquisition alternatives based
.. on the advantages and disadvantages derived from the above referenced analyses.

Section 4.0, Commonality: Instructional Features, Hardware and Software, contains
the documentation of the analysis on commonality. Section 5.0, Recommendations,
specifies the recommended actions for visual system acquisition. It includes both

acquisition actions and the necessary steps to further define areas that are still

unknown at the time of the study. It also specifies the recommendations resulting
S"-. from the commonality analysis (i.e., Section 4.0).

There are five appendices to the report. Appendix A provides a description

of the SFTS program and its respective training devices. Appendix B describes the
.. VSCDP and provides non-proprietary data regarding current visual technology

developments. Appendix C identifies the current training requirements established for
the SFTS. It documents information acquired from the user community which serves
to indicate future implications for training. Appendix D provides the detailed analysis

-l of the SFTS instructional features which were used for conducting the instructional
features commonality analysis. Appendix E provides the detailed analysis of the AH-
64 CMS software modules which were used as a baseline for conducting a portion of

the software commonality analysis. I

1-3
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2.0 EXECUTIVE SUMMARY

2.1 BACKGROUJD

.- - On 20 May 1983, PM TRADE issued a task order for conduct of the Combat

Mission Simulator (CMS) and Synthetic Flight Training System (SFTS) Study. The
concept and scope of this study focus on the need for providing sound acquisition
decisions concerning the integration of the Visual System Component Development
Program (VSCDP) with the CMS, and to identify opportunities for achieving
instructional features, hardware and software commonality during the anticipated
expansion and upgrading of the various devices or trainers of the SFTS.

2.2 APPROACH

Due to the special significance of visual systems to aircraft simulators, the
bi approach to the study encompassed two distinct issues. Section 3.0, Visual Technology

Application, concentrates on advanced visual technology and addresses specific
* acquisition actions relating to visual system upgrade or purchase. Section 4.0,

Commonality: Instructional Features, Hardware and Software, is a total system
examination of the SFTS's devices, with particular attention directed to the issues of
commonality and modularity.

"- 2.3 ANALYSIS

Analysis addressed the two major subjects of this report: Visual
Technology Application and System Commonality.

" 2.3.1 Visual System Component Development Proqram
The analysis of the VSCDP was divided into five separate yet interrelated

categories: (I) Risk, (2) Training effectiveness, (3) Visual systems, (4) Cost, and
(5) Acquisition decisions. The major findings of each category are summarized below.

a. Risk - A risk analysis was conducted to assess the risks associated with
achieving the technical objectives within the planned VSCDP development schedule.
The principal factor mitigating risk in the VSCDP is that five leading visual technology
companies in addition to the two under contract are interested in matching the VSCDP
performance requirements. The industry appears to acknowledge that a VSC-like
capability will be a requirement to remain competitive within the market for military
aircraft simulator visual systems. It is a conclusion of this study that at the present

2-1
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time there is only a low risk that a VSC-like capability will be available at the time
(October 1985) identified in the VSCDP schedule. However, certain VSC features will
remain high risk until they are demonstrated. In particular, the combination of
head/eye tracking with an area of interest display faces a technical and user
acceptance risk that will be medium to high until the capability is actually
demonstrated.

b. Training effectiveness - Based on the assumption that all technical

objectives will be achieved, an assessment of the potential training effectiveness of
the developed VSC and other SFTS visual systems was conducted by rating the
potential utility of each visual system with respect to the visual cues required to
perform 49 representative helicopter crew tasks. A principal question regarding visual
technology in the present study is: Will the potential training effectiveness of VSCDP
technology be sufficiently superior compared to the training effectiveness of the
ATACDIG being developed for the AH-64 CMS to justify the cost and other impacts of
replacing the ATACDIG with VSCDP technology? This same question also applies to
Camera Model Board (CMB)/Laser Scanning Image Generator (LSIG) and Digital Image
Generation I (DIG I).

The analysis conducted in Section 3.3, VSCDP Training Impact, provides an
indication of the relative training effectiveness of the four visual systems (i.e.,
CMB/LSIG, DIG I, ATACDIG and VSCDP).

The DIG I system on the UH-60 FS has been rated as having limited
training value. Nevertheless, with mediation (i.e., in a carefully designed and
administered training program that attends specifically to the mediational processes
employed), some effective visual task training can be and, in fact, is being conducted
in it.

It should be noted that the overall rating of the DIG I would probably have
been lower if the firing position tasks had been included in its assessment. The DIG I
is relatively less useful for visual tasks that involve operation close to objects and
surfaces or that require discrimination of image detail or range estimation.

The ATACDIG visual system was rated as having higher training value than
the DIG I ,ystem because of its greater edge capacity and capability for increased
detail. This capability for increased detail is particularly important in tasks that
involve firing position operations (e.g., detection of small shifts in position relative to
trees and terrain, target detection, and damage assessment). Even there, however, the tv

2-2
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training value of the ATACDIG suffers from lack of ability to present object detail,
* but the limitation is not as severe as with the DIG I.

" Although their overall ratings are similar, the CMB/LSIG and VSCDP visual

applications differ with respect to their effectiveness for training specific tasks.

Tasks involving distance and object identification tend to have an advantage with the

CMB/LSIG, whereas tasks that require discrimination of fine detail favor the VSCDP.
The reasons for these differences are that more visual information is inherently

possible using the CMB/LSIG technology, since it involves video images of a model

board that by its nature must be complete and continuous. By contrast, there is a

limit to the amount of visual information that can be deployed in any affordable
computer-generated system, although creative distribution of scene content

(information) can lessen the impact of that limit. Offsetting this advantage of the

CMB/LSIG, however, is the fact that much sharper images can be presented employing

the VSCDP technology, thereby making fine discrimination possible during

performance of some visual tasks. The slightly higher mean rating given the VSCDP
' . for firing position tasks requiring discrimination of fine detail reflects this difference.

The fact that CMB/LSIG technology has limited flexibility to depict changing scene
3 content, such as is required to depict a rotor disc, weapons effects, and target

damage, is also reflected in the ratings of tasks where such dynamics are needed for

* "{.effective training without resorting to mediation.

c. Visual systems - There are three limitations inherent to CMB/LSIG
technology that are not expected to be resolved by future technological advances.

" First, CMB/LSIG visual systems are mechanical devices that require extreme precision
. to operate effectively. Consequently, CMB/LSIG technology is subject to an

additional maintenance burden not present in solid state Computer Generated Imagery

(CGI). Second, model boards are physically large devices that place limits on the
"geographical area that can be represented. Presently, they are produced by hand. Any

reduction in the size of objects without loss of detail is only feasible by some
automated means of production, and by reducing the size of the probe. A scale limit is

41 imposed by the ratio of the probe dimension to the helicopter dimension. If this limit
is exceeded, the probe and probe protection system will not allow simulated helicopter

""" flight or taxiing within realistic distances from terrain objects and surfaces. CGI, on
the other hand, uses a disk-pack for the physical storage of the data base. Once the

S .CGI data base is developed, multiple copies are easily stored and reproduced. This
CGI capability provides the added benefit of allowing a given training device to choose
among multiple terrain areas and seasonal conditions. Flexibility of this sort is

"" 2-3



not anticipated for CMB/LSIG technology. Third, CMB/LSIG technology uses static

models. Introduction of moving objects (e.g., targets or weapon effects), requires the

integration of CGI with the model board. Achieving this capability in a realistic

manner without imposing severe restraints on training scenarios requires a technical

sophistication that approaches the full-up CGI itself. It is possible that some type of

hybrid form of CMB/LSIG and CGI could produce systems that obviate these problems.

CMB/LSIG technology, by itself, will not.

The primary limitation of CGI technology is that any element of

information that is to be present in the output requires finite processing resources to

be produced. CGI technology will (with the developed VSC) combine processing

techniques and hardware in a manner that is capable of successfully competing with, if

not altogether surpassing, CMB/LSIG image detail. This limitation is minimized

further because there is no reason to believe that an upper limit on CGI performance

is near.

In the area of visual technology, it is a conclusion of this study that CGI,

with the advent of VSC level of performance, offers an acceptable replacement for

CMB/LSIG technology, and provides many advantages in terms of supportability and

flexibility. In addition, the opportunity for future gains in performance afforded by

CGI far surpass those offered by CMB/LSIG.

d. Cost - In analyzing the operating and support costs relative to VSC

introduction, many of the costs associated with this life cycle phase bear no direct link

to the type of visual system. Those elements of cost which are affected are limited to .

electrical power requirements, space requirements, replenishment spares, and

maintenance labor. These items are not expected to be significantly impacted by -'

VSCDP technology, either positively or negatively. Actual unit cost is a risk at this

time and will remain so until the full complexity of integrating all requirements is

demonstrated. It is a conclusion of this study that the justification for introduction of
S"VSC must come from other than simple economics; e.g., from training effectiveness

which leads to higher probability of mission accomplishment and accident avoidance,

reduction in required helicopter flight time, level of skill development/sustainment,

etc.

e. Acquisition decisions - The VSCDP development schedule and a proposed

follow-on production schedule were compared with current SFTS acquisition schedules _.

and a table of VSC acquisition decision points was completed. Alternative courses of

action were then selected and a cost analysis based upon each was completed. An .:.
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analysis of each alternative was then completed, leading to recommendations

concerning visual technology application. (See paragraph 2.4.1 below.)

2.3.2 System Commonality

Commonality among existing and developmental SFTS simulators is

i analyzed separately in the area of instructional features, hardware and software. The

interaction of commonality in each area as it effects the other two is also considered.

2.3.2.1 Instructional Features
Sixteen instructional features occurring in one or more simulator types are

identified. Eight of these features are unique to the AH-64 CMS, while eight are

common among all simulators comprising the SFTS. Standardization of instructional
feature designs across future SFTS simulators would be a desirable goal, however, the
instructional feature portion of SFTS design is its most rapidly developing and

changing portion. Until much more instructional feature design stability is achieved,
standardization would be ill advised. In that regard, it should be noted that eight of
the sixteen instructional features in the AH-64 CMS were designed specifically for

1 gthat simulator and have no counterparts among currently existing simulators, and
there has been no operational experience with these features and therefore no
opportunity to assess the suitability of their design. There can be no assurance that

incorporation of these features in this present form in future simulators will be

1 appropriate.
Instructional features, at this point in the development of training

simulators, are largely experimental in design. They are intended to aid the instructor
in the instructional process by allowing him to change the nature of the simulation
(e.g., freeze) or by automating some portion of his task (e.g., target engagement
exercise). To date, very few systematic efforts have been made to define precisely
the need for an optimum design of instructional features, or to assess the suitability of

their design with respect to the uses intended for them. Since the AH-64 CMS
incorporates a number of innovative instructional features, some of which are designed
specifically to render managable the instructor's workload in this complex simulation,

specific efforts should be undertaken to assess their utility with a view toward

enhancing this design for future Army simulators. It is believed that such efforts

should be given high priority in the design of the next SFTS simulators, and discussion
concerning their design and the standardization thereof should await the outcome of
such efforts.
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The following instructional features should be considered for upgrading

SFTS simulators since they would enhance the training capability of those simulators.

o Audio Record
Of the record/playback functional and hardware differences between

the various simulators, the digitized voice recording system would contribute to an
improved training capability. The digitized voice system not only provides the audio -..

voice capability for record/playback, but is used to provide voice for demonstrations. :- 1
This system provides quicker access and a more precise synchronization of voice
recordings.

o Freeze Control

Incorporation of the mushroom type switch to control freeze in the

CH-47 FS, AH-I FWS, and AH-64 CMS would be an improvement and much more
functional than the alternate action lighted switches currently being used.

o Hardcopy

Serious consideration should be given to changing the hardcopy print
. capability on SFTS production units to provide the instructor with the same capability

that will exist in the AH-64 CMS.

o Demonstration Preparation
Incorporation of the demonstration preparation capabilities of the

AH-64 CMS into existing SFTS simulators would facilitate the development by
instructors of more useful and effective demonstrations for use with the simulator.

- 2.3.2.2 Hardware
Each simulator comprising the SFTS is found to require the same hardware

functions: Motion system, computational system, visual system, instructor station,
student station, maintenance and support equipment, and facilities interface. Existing

%.

common subassemblies and those that could be made common were determined from
descriptions furnished by the SFTS prime contractor, a review of the specifications,

and other requirements for each type simulator. Subassemblies which are common or
prospectively common to two or more simulator types are recommended for
commonality where predictable near-term technological advance offers no significant
improvement in cost, availability, supportability, performance, energy utilization or

safety.
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*" " " The motion system is an excellent candidate for commonality among all

SFTS models. Except for the platform which will be uniquely dimensioned to

occomodate different cockpit configurations, full motion system commonality is being

achieved for all present SFTS simulators, except for the UH-I FS, and those under

S"development. Since motion system drive signals are controlled by software to

simulate helicopter motion and to provide motion cueing, a common motion system

can be used universally on future SFTS simulators without modification, except as

stated, as long as pay load capacity, excursion, velocity and acceleration limits are not

required to be exceeded. The present common system need only be extended to new

SFTS development to achieve commonality. Technological advances in hydraulics and

specific motion system components are not expected to provide significant
S"-improvements in cost, availability, supportability, performance, energy utilization or

safety over the next six to 12 years. Should components, materials or parts become

unavailable due to manufacturer changes, shifts to new models and the like, such items
can be replaced by those meeting the same form, fit and function requirements

" * -. without materially altering the over all commonality of the system.

A common image generator which meets all present needs should be

considered for use on SFTS simulators developed over the next ten to fifteen years,
except for possible changes required to meet future needs, and the replacement of

obsolete imbedded computers and other commercial equipment.

Technolgical developments in video image projection, eye tracking,

scanning, projection optics and CRT displays are not advancing at a rapid rate. Once a
display system is developed which satisfies all user needs, then this display system can

become common for use on SFTS simulators developed over the next ten to fiften

* . years. Common visionics displays can be used on SFTS simulators only where common

visionics systems are provided on more h,un une helicopter.

" 2.3.2.3 Software

Significant functional similarity identified within the current and forth-
- .coming SFTS software offers an opportunity for arriving at common software.IS

Potential savings on the order of $30,000,000 could be realized over a twenty year
" *-period if maximum software commonality is obtained. Software that is to be

considered for standardization must satisfy criteria of maintainability, reliability and

tranportability. Although software being developed for the AH-64 CMS or for the

production UH-60 FS may meet the conditions for standardization, the software now in

p2--
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the Government inventory should not be considered for standardization without

modifications to bring it into alignment with the criteria mentioned above. --

Commonality will not be achieved without a specific program to plan for and acquire

common software. The potential benefits of Ada and the successful qualification of

compilers for Ada indicate that use of Ada should play a major role in any SFTS

common software initiative. A move to obtain common software within the SFTS is in
alignment with DoD policy concerned with the reduction of post deployment software

support costs. A significant element of commonality is the instantaneous aircraft data

used in the simulation. To achieve software commonality, data commonality must also

be addressed.

2.4 RECOMMENDATIONS
Recommendations are divided into the two major tasks undertaken in the

study, Task A - Visual Technology Application and Task B - System Commonality.

System commonality recommendations are provided separately for instructional

features, hardware and software.

2.4.1 Recommendations for Visual Technolocgy Application

a. That the Army standardize the Computer Generated Imagery (CGI)

technical approach currently under development in the Visual System Component

Develoment Program for visual system applications within the SFTS.

b. That action be taken to develop modular capabilities within the VSC that
will allow the standard VSC to be tailored to particular simulator requirements.

c. That replacement of existing, otherwise satisfactory simulator visual

systems with VSC be justified on the basis of new requirements as the data available

- for this study does not indicate cost savings when VSC is substituted to meet currently

S"stated requirements.

2.4.2 Recommendations for System Commonality

2.4.2.1 Recommendations for Instructional Feature Commonality are:

a. That a program be initiated that will lead to an eventual standardized set
of instructional features, beginning with evaluation of the new and modified features ' -

that are being implemented in the AH-64 CMS.
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-b. That this set of yet to be developed standard instructional features then

serve as a library to satisfy user identified training requirements for new SETS

simulators.

2.4.2.2 Recommendations for Hardware Commonality are:

m . That action be taken to standardize the present motion base hardware.

b. That computer hardware systems not be subject to standardization actions.

C. That visual system standardization be approached as recommended for
Visual Technology Application in 2.4.1 above.

d. That a program for standardization of instructor Station components be

* .initiated in conjunction with the program for instructional features recommended in

L~j 2.4.2.l1 a. above.

e. That the student station not be considered for standardization at the

.. ...

subsystem level, though some component level standardization is possible in areas such
as: Motion system warning light and deactivation, cockpit air conditioning, single or
dual seat shaker as applicable, problem control panel and indicator, amplifier and
speakers, safety items, control loading and aural cue generation.

s f f. That efforts be continued to ensure that standard tools and test equipment

be utilized in support of the SETS to the maximum extent possible.

2.4.2.3 Recommendations for Software Commonality are:

a. That a statement of policy be issued by PM TRADE endorsing the use of

Ada on all future flight simulators and simulator upgrades, and stating that SFTS

software/data commonality is a high priority goal for all future SETS acquisition
actions.

" ..

b. That immediate steps be taken to determine what degree of commonality
can be required between the AH-64 CMS and the UH-60 FS within the scope of current

contract activities.

C. That action be taken to develop an automated SETS Data Element Diction-
ary using the tools available at the World Wide Software Support Center.

d. That a plan be developed for integrating all members of the SETS into an
Ada based common software environment.
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3.0 VISUAL TEC-INOLOGY APPLICATION
Visual technology application, within the scope and context of this report,

ultimately implies its acquisition by PM TRADE.

This section of the report presents the analysis and subsequent results,
which when considered together, produce a preliminary answer to the question: "What
is the potential for applying advanced visual technology in the SFTS program?"

*The acquisition analysis of visual system components addresses key items

or considerations which impact critical decisions and decision points regarding the
. introduction of VSCDP technology.

Section 3.0 describes the methodology utilized to conduct this section of
the study (i.e., 3.1, Methodology), the major subsections being separate yet
interrelated analyses on:

a. Visual system acquisition actions anticipated over the next five to ten
years (i.e., 3.2, Visual System Acquisition Plans).

b. An assessment of the impact of VSCDP technology on enhancing visual

system performance for each type SFTS (i.e., 3.3, VSCDP Training Impact).

C. A cost analysis to determine the cost impact associated with alternative
approaches to VSCDP technology acquisition (i.e., 3.4, VSCDP Cost Analysis).

S.. d. A risk analysis of the VSCDP including an analysis of prevailing visual

system concepts, completed and planned demonstrations/evaluations, and engineering

data.

e. A comparison of the advantages and disadvantages among the various
courses of action open for visual technology acquisition based on the intelligence

derived from to the analyses conducted in steps a. through d. above (i.e., 3.6,
Comparison of Acquisition Alternatives).

The reader will notice that this section is not a prescription on visual
technology acquisition rather, a summary of issues to consider when contemplating the

acquisition of advanced visual technology.

3.1 METHODOLOGY

The primary aim of Section 3.0 is to develop a coordinated plan for the
successful introduction of advanced visual technology into the SFTS program. In
developing such a plan, a systems approach was implemented utilizing the following

steps:
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a. Data collection to document information concerning the VSCDP, the SFTS

(with special attention to plans for visual system acquisition), the state of

development of the VSCDP candidates, and life cycle cost drivers.

b. Selection of alternative courses of action that represent acquisition options

that are available in the near term to the SFTS.

c. Analysis of the alternative courses of action to determine advantages and

disadvantages in terms of performance, life cycle costs, and technical risks.

d. Comparison of the advantages and disadvantages associated with each of

the acquisition options.

e. Selection of the course of action that provides the most advantageous

return on investment across the entire SFTS.

3.1.1 Data Collection Methodology

Data collection involved five principal sources. These sources include U.S.
Army elements involved in flight simulator acquisition, utilization and support, and

contractors currently developing visual systems for Army flight simulators. Both
VSCDP contractors (Honeywell and General Electric) were visited to obtain status and

performance data on their developments. Singer-Link, the supplier of present visual
systems for the SFTS, was also visited to obtain a clear understanding of both current

visual technology and the interface of visual systems to the various trainers making up

the SFTS. The PM TRADE's Aviation Systems Division was the source of
programmatic data on the SFTS and forthcoming acquisition actions. The U.S. Army

Aviation Center was the source for training requirements and performance data.

3.1.2 Selection of Alternative Courses of Action
The five acquisition action options listed below are representative rather

than all inclusive and should not be construed to preclude any number of combinations

in determining the best approach in visual the technology acquisition. The anticipated
re=

acquisition actions offer five primary options:

a. Replace all Army Tactical Digital Image Generator (ATACDIG) and Model

Board visual systems with VSCDP technology.
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b. Replace all ATACDIG visual systems with VSCDP technology; retain Laser

C UScanning Image Generator (LSIG) Model Boards for their full life cycle. Use VSCDP

technology on all future systems (e.g., LHX).

c. Replace all Model Board visual systems with VSCDP technology; retain all

ATACDIG systems (except 2B40) for their full life cycle. Use VSCDP technology on

n. all future systems.

d. Continue ATACDIG and LSIG systems for their full life cycle; use VSCDP

on the 2B40 and all future systems.

e. Continue ATACDIG and LSIG systems; do not introduce VSCDP technology.

3.1.3 Determination of Advantages and Disadvantages

The capabilities of each visual system technology were analyzed to

determine what advantages each technology offers in terms of skill/task training

. supported. Limitations were also identified. Supportability and availability were

examined and used to estimate differences in life cycle costs for each alternative.

Costs were estimated predicated on the assumptions that VSCDP technology will be

1 available on schedule and that development costs are sunk (i.e., do not impact the cost

trade-off).

° i3.1.4 Comparison of Alternatives
The comparison of alternatives was generally straightforward except that

much will depend on future events in the VSCDP. Therefore, in addition to the

straightforward, side-by-side comparison, certain conditional comparisons were

addressed. These conditional comparisons were based on certain "what if?"

,- assumptions about the progress of the VSCDP and indicate the impact of alternative

outcomes to key events. (See Section 3.6.)

3.2 VISUAL SYSTEM ACQUISITION PLANS

S""The SFTS simulators in use presently and the planned acquisitions showing

- type and quantity of visual system included with each simulator are provided in Figure

3.2-1.
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3.2.1 Present Visual Systems
! Two visual system types are presently in use in the SFTS. These are the

Camera Model Board (CMB) system and a first generation Digital Image Generation

• (DIG I) system. Acquisition of additional quantities of these systems is not planned

• .- **.because of advances in both model board and computer image generation technology.

i a. Camera Model Board. The camera model board system consists of a
vertically mounted, three dimensional model board typically 24 feet high by 64 feet

long with a gantry mounted color TV camera and optical probe. The TV camera
viewpoint motion and view direction rotation are scaled to move in accordance with

simulated flight maneuvers executed with the flight controls in the cockpit student
. station. Images from the TV camera simulating an out-the-window view are displayed

on a wide-angle collimated (WAC) cathode ray tube (CRT) with a nominal 480 hori-

- . zontal by 360 vertical FOV display positioned in a cockpit window. Multiple view-

points are provided by adding CMBs. CMBs are modeled in detail with cultural and
-.. natural objects and terrain features, typically scaled at 1:1500. This scale provides an

II by 29 kilometer gaming area with eye point locations from 10 to 1700 feet altitude

and with cloud cover and sky simulated electronically above 1700 feet. Weapons
m effects, cloud cover, sky, chin window cues and other special effects are generated

electronically. Eleven CMB visual systems are presently in use as follows:

QUANTITY

o CH-47C FS, Device 2B31

oo Prototype with a single CMB
visual system.

oo Three production units with two CMB

visual systems each. 6

S- o AH-IS FS, Device 2B33

oo Prototype with two CMB visual
systems. 2

o UH-60 FS, Device 2B38
oo Prototype with two CMB visual

systems. 2

TOTAL I
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b. Digital Image Generator (DIG I)

A single DIG I visual system is being used on a second prototype UH-60 FS.

This is a four window, three channel visual system with right, left and front window

WAC CRT displays (left and right front window sections share one channel). This
system has a processing capacity of up to 4,000 edges at a 60Hz refresh rate, shared

among the three visual channels. Take-off, landing, cross-country and formation flight

training over a 40 by 40 nautical mile gaming area are provided. Special visual effects

include a BLACK HAWK lead ship visual model and five moving tank visual models.
The visual scene does not contain the near field detail, relative motion cues and

ground surface formations and slopes to support nap-of-the-earth (NOE) flight

simulation and training.

3.2.2 Visual Systems Presently in Production and Planned
Two visual system types are being developed and produced in conjunction

with current SFTS acquisitions. These are the Laser Scanner Image Generator (LSIQ)

and the Army Tactical Digital Image Generator (ATACDIG) visual systems.

a. Laser Scanning Image Generator (LSIG)
-.4t

Ten systems (two per SFTS) are presently under contract for production

units one through five of the AH-IS FS, Device 2B33. Three additional AH-IS FS
production units (requiring six additional LSIG systems) are planned for acquisition

with contracts to be awarded in fiscal years 1984 and 1985. The LSIG visual system is
similar to the CMB visual system. The LSIG uses the same dimensioned model board,

gantry and servo controls with the TV camera and high intensity light bank replaced by

a scanning multicolored laser beam and a bank of light sensitive photomultiplier tubes

mounted in red, green and blue triads. The LSIG is scaled at 1:1000, providing more
detail by using larger models than the 1:1500 CMB and reducing the gaming area to 7.3

by 19.3 kilometers. In addition, the high intensity light bank is eliminated, thereby
reducing logistics support cost. Field of view (FOV) is 480 horizontal by 360 vertical.

b. Army Tactical Digital Image Generator (ATACDIG) -

I. The ATACDIG visual system is being developed by the Link Advance
Products Operation as part of the Link Flight Simulation Division's development of the

prototype AH-64 CMS, Device 2B40. The prototype development contract was -

awarded in July 1982, and Government acceptance is scheduled for August 1985. In

addition to the prototype, 35 ATACDIG systems are planned for production as follows:

3-8
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QUANTITY

o AH-64 CMS (two per CMS) units I through 4 8
Units 5 and 6 (options) 4

o CH-47D FS (one per FS) units 5 and 6 2
Prototype and units I through 3 (retrofit) 4

o UH-60 FS (one per FS) units I through 15 15
Prototypes units I and 2 (retrofit) 2

TOTAL 35

2. The ATACDIG has been adapted from the prototype UH-60 FS DIG I
visual system as improved in the DIG II visual system developed by Link for the Air
Force B-52 Weapons System Trainer (WST) DIG system, and further modified to satisfy
special requirements of the AH-64 CMS. Improvements over the prototype UH-60 FS
DIG I have included and will include:

0 Numerous design changes devoted to additional test and diagnostic
features.

o More powerful and easier to use diagnostic software.

o Increased processing capacity and efficiency achieved by small
* i,.',changes throughout the system and by the addition of the priority

sectoring processor (PSP).

0 Improved scene complexity and realism with the addition of hardware
texture providing enhanced cues for nap-of-the-earth (NOE) flight.

o Improved data base generation and editing system.

Two ATACDIGs are required for the AH-64 CMS visual system to support
integrated and independent pilot and copilot gunner (CPG) training, one for the pilot's
cockpit displays and one for the CPG's cockpit displays. The pilot system has three
channels which provide video to three wide-angle collimated CRT displays at the
cockpit front and side windows when an out the window (OTW) scene is required. One P

of these three channels will be used to provide the Pilot Night Vision Sight (PNVS)
Forward Looking Infrared (FLIR) wide-angle FOV to the pilot's Integrated Helmet and

"':" Display Sight System (IHADSS) Helmet Display Unit (HDU) or to the Visual Display !

Unit (VDU) on the pilot's instrument panel. When an OTW scene is required and the

3-9
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CMS is operated in the integrated mode, the three-channel video is also displayed at

the CPG WAC CRT displays.

The CPG ATACDIG provides one video channel which selectively simulates

the Target Acquisition and Designation Sight (TADS) Direct View Optics (DVO),

Daylight Television (DTV) or Forward Looking Infrared (FLIR) views, depending upon
the operational mode selected. The DVO view is displayed only in the Optical Relay

Tube (ORT) Head Down Display (HDD). The DTV and FLIR views are displayed on the

CPG IHADSS HDU or on the ORT HDD or Head Out Display (HOD). When the CMS is
operated in the integrated mode, the ORT displays, except for the DVO, can be

monitored by the pilot on either the IHADSS HDU or on the VDU. Pilot and CPG

displays can be monitored at respective instructor station visual repeater displays. A
video routing switcher routes the correct video output to the correct display(s)

depending upon the training mode (integrated - independent, day - night) and the

display selections.

The AH-64 CMS ATACDIG performance characteristics include the

following:

o Capacity: Normally 6,000 edges (or lights) at 60Hz update and with
512 edge intersections per scan line.

o TV and FLIR video: Processing to simulate actual operational sensor
video output under various viewing conditions.

o Target and object level of detail: Four, with selection based upon

magnification, range and processing capacity.

o Three WAC OTW CRT displays with the following field of view
measured from the center of the CPG's front window vision plot:

VIEWS AND FOV

GAPS VERTICAL HORIZONTAL

Front 200 up to 200 down ISO left to 150 right

U Gap (no view) 150 left to 300 left
Between ISO right to 300 right
Front and Side
Views

* Side 130 up to 350 down 300 left to 650 left -,
300 right to 650 right

3-10
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o Visionics display diagonal FOV: From 500 at Ix magnification (FLIR

wide and PNVS) down to 0.90 at 0 Ix magnification (DTV narrow) with
zoom down to 0.450 at 122x magnification (DTV zoom).

o Data Base: 32 kilometers by 40 kilometers gaming area.

o Hardware texture developed for the prototype AH-64 CMS will be an

individual option for each CMS to be procured under the AH-64 CMS

production contract. Each option expires 12 months prior to the

delivery date of the respective CMS.

0 Targets and special effects:

00 Fifteen target types, (articulated, non articulated, emitters,

and traveling).

oo Ninety-nine target sites.

oo Ten targets per training scenario.

oo Five moving (traveling) targets per training scenario.

oo Ownship missiles.

oo Ownship missile impact effects.

oo Enemy fire impact effects.

The CH-47D FS and the UH-60 FS are expected use one ATACDIG three-
channel WAC OTW visual system. These systems are essentially the same as the
three-channel AH-64 CMS visual system, except that the CH-47D FS version will not
include hardware texture and neither version will include visionics video processing.

3.2.3 Future Synthetic Flicjht Training System Development

A preliminary plan for the development of the LHX SCAT CMS and the
LHX UTILITY FS is provided in Appendix A. This plan calls for the development of a
simulator mix between SCAT CMS and UTILITY FS versions. VSCDP technology is
planned for the LHX simulators.

Performance requirements and development plans for the OH-58D
Helicopter FS and the Scout Attack Team Trainer (SATT) have not been defined (see
Appendix A), and specific quantities, development schedules and production schedules
have not been considered in this study. It should be recognized that the number of
visual systems required for various type SFTS simulators will increase when and if

3-11



requirements for these systems are defined and approved and acquisition planning is

'IVA started.

3.2.4 Visual System Component Development Proqram

The VSCDP is described in Appendix B. A production contract is planned

for award in February 1986 for ten VSC production units with options for four

additional units contingent upon: (I) VSC demonstrations to be completed by October

1985, (2) completion of a favorable developer's evaluation and report, and (3)

evaluation of VSC production proposals. These VSCs will be retrofitted on AH-64 CMS

under the Preplanned Product Improvement (P31) program in accordance with the

,. 'followfollowing schedule: _ _-_

CMS VSC DELIVERY; COMPLETE
VSC PRODUCTION RETROFIT START INTEGRATION TESTING

W 1 UNITS UNITS AND TESTING (RFT)

I and 2 First Articles I October 1987 July 1988

3 and 4 2 February 1988 November 1988

S and 6 3 July 1988 April 1989

7 and 8 4 November 1988 August 1989

9 and 10 Prototype April 1988 January 1990

II and 12 (Option) 6 August 1989 May 1990

13 and 14 (Option) 7 December 1989 September 1990

Twenty months from contract award have been allowed for delivery of the

first VSC for integration with an SFTS. This period includes the engineering

development required to develop a production model VSC from the demonstrated brass

board. It will not be prudent to attempt to deliver VSCs prior to October 1987. The

production rate reflected in the above schedule (two VSCs delivered every fourth

month) could be increased to provide additional visual systems for other simulators, if

warranted. However, such production rates may not provide the most cost effective

O, schedule, depending upon the total production quantity.

3.2.5 Visual System Acquisition Decision Points
- Decision points to be analyzed are provided in Figure 3.2.5-I.

O. !
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3.3 VSCDP TRAINING IMPACT
.-.. A requirement of the present effort is to assess the potential training

.. effectiveness of the VSCDP and to assess the training advantages, if any, of replacing

the AH-64 CMS visual system (i.e., ATACDIG) with a display developed through

VSCDP technology at some time in the future. A related requirement is to assess the

training advantages of replacing other SFTS visual systems with VSCDP technology.

This section of the report describes the analyses that were conducted in order to make

the required training effectiveness assessments and the results that were derived from

-i them.

S-3.3.1 Background For The Visual Analysis

In 1980, an analysis ws conducted of the design of the AH-64 CMSI as

proposed at that time. As part of that study, a detailed examination was conducted of

" i. -the computer-generated image v sual system technology specified for the CMS. The

purpose of the examination was to identify the kinds of visual information needed by

pilots and copilot/gunners to perform tasks that were representative of those to be

performed in the AH-64 helicopter and to assess the capabilities of the CMS visual

" "system technology to provide the required visual information. Eighteen types of such
visual information were identified. They are described below. 2

I. Vertical movement: low altitude -- detection or awareness of

movement of the aircraft either up or down relative to the ground or ground-based

. [objects.

* "..'. 2. Horizontal movement: low altitude - detection or awareness of

movement of the aircraft in any direction in a plane parallel to the ground.

3. Drift: low 91titude - detection or awareness of movement during a

hover, in or out of ground effect, very slow and of low magnitude, in a horizontal

-* plane.

4. Linear acceleration or deceleration: low altitude - detection or

" - awareness of change in horizontal or vertical velocity, either speeding up or slowing

down.

- . Rate of closure: vertical - awareness of continuous change in

nearness" to the ground or to an object below the aircraft at look-down angles; may

. -I Caro, P. W., Spears W. D., Isley, R. N. & Miller, E. J. Analysis of the design of an
AH-64 combat mission simulator (Seville Tech. Rep. TR 80-17). Pensacola, FL:
Seville Research Corporation, December 1980.

2 These descriptions are quoted from Caro et al., op. cit., pp. 9-10
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characterize approaching the ground or object, if in an ascent, may characterize

moving away from the ground or object (negative closure).

6. Rate of closure: horizontal - awareness of continuous change in

"nearness" of an object in the aircraft plane of motion; may characterize approaching

the object or moving away from it (negative closure).

7. Rate of turn - awareness of continuous change in heading as related

to task requirements.

8. Bank angle - awareness of the status of the lateral plane of the
aircraft relative to the ground, horizon, or objects in the plane of aircraft movement.

9. Altitude: low level - knowledge of distance of the aircraft above
the ground in feet or in terms of task requirements (e.g., altitude proper for NOE

flight; altitude adequate to clear an obstacle).

10. Distances of objects and terrain features - knowledge of distance to
objects and portions of the terrain in meters or in terms of tasks requirements (e.g.,

navigation; maneuvering with respect to objects).

II. Heights of objects and terrain -- knowledge of heights of objects and
terrain ;n feet or in terms of task requirements (e.g., maneuvering with respect to the

objects and terrain).

12. Range -- knowledge of distance of a target (range estimation) in a
common metric (e.g., meters) that aids in attack tasks.

13. Directional orientation -- knowledge of terrain features relative to

location of the aircraft, navigational requirements, and task requirements necessary to

maintain spatial and aerial orientation.

14. Terrain features - recognizable characteristics of the terrain such as
u -its nature, contours, ground cover, and velative heights of various portions of the

terrain.

I5. Rotor distance -- an intuitively meaningful metric based on rotor
radius that can be used to maneuver and maintain clearance when among near objects.

16. Peripheral context -- visual scene characteristics not in the area of
interest but necessary for overall motion and orientation cues and feedback, and for

preventing confusion in the scene.

3-16
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17. Object features - recognizable characteristics of objects that enable

U Irecognition of the kind of object (tank, trunk, tree, etc.) and shape.

18. Object details - recognizable characteristics of objects, including

" 'texture, that aid in their identification (e.g., friendly versus hostile tanks) or in judging

distances from them when close.

-The 1980 study of AH-64 CMS visual display requirements also identified

SI representative tasks to be performed in the AH-64 helicopter, and determined,

* ". through pilot interviews and analyses of the technical literature on visual perception,

* which of the 18 visual information types is/are primary to the performance of eachiS
task. Information is primary if it is necessary for providing feedback or in cueing,
monitoring, and implementing appropriate pilot or copilot/gunner task performance.

The 51 tasks are listed in Figure 3.3.1-1. The types of visual information primary to

performance of each task are indicated in Figure 3.3.1-1 by Xs in the appropriate

columns.

3 ,
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3.3.2 Approach j
3 The approach followed in the assessment of the potential training

effectiveness of the VSCDP and other SFTS visual systems built upon the visual

analysis conducted during the 1980 study. In conducting the assessment, 49 of the 51
tasks l analyzed during the 1980 study were rated with respect to each of the
information types identified in Figure 3.3.1-1 as primary to each task. Separate

* . ratings were made for each visual display system technology application, i.e., for the
VSCDP, for the computer-generated visual image currently being developed for the
AH-64 CMS, for the Digital Image Generation visual system (DIG I), and for a

nonspecific Camera Model Board (CMB) visual system such as that currently
incorporated into the design of the CH-47 FS and the AH-I FS at Fort Rucker or the

laser image system under development for production units of the AH-I FS 2 .

Unweighted mean ratings were then computed for each task (i.e., each row) and for

each information type (i.e., each column), and these ratings provided a basis for F,

comparison of the relative potential training effectiveness of the four visual system
technologies by task and by visual information type.

A 4-point rating scale was used. The scale values reflected the judged

* training efficiency of the respective visual system technology application with respect
to the tasks and visual information types rated. A scale value of 0 indicated that the

SI Two of the tasks included in the 1980 analysis could be performed without use of
information derived through the visual system and were not included in the present

- analysis. These tasks were "Complete Preparation for Weapons Release" and "Monitor
RWR During Attack."

2 n assessing the relative merits of the technology applications involved in the
visual systems and in rating each, each technology application was considered to be at
its very best. That is, each technology application rated was considered to be
producir.; the optimum image that it was capable of generating. The model board
technology did not specifically address the boards at Fort Rucker, but rather the
highest quality imagery that technology can produce. For comparison of a specific
model board visual system with a digital image system, the reader is referred to the
following documents:

Cirone, E. A. UH6OFS/CH47FS Continuation Training Special Study Final
Letter Report Fort Rucker, Alabama: United States Army Aviation Board,
December 1982.

Luckey, J. R. et al Operational Test II Phase I of the UH-60A Black Hawk
Operational Flight Simulator (OT 11, Phase I UH60FS) Final Test Report Fort
Rucker, Alabama: United States Army Aviation Board, April 1982.

Campbell, F. D. and Slavin, L. F. Independent Evaluation Report on the
UH-60 Flight Simulator (UH60FS) Fort Rucker, Alabama: Directorate of
Training Development, United States Army Aviation Center, January 1983.
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visual system was judged to provide little if any visual information useful for training

the task in question. A value of three indicated that the visual system could provide

training virtually as easily as could comparable training in the aircraft using "real

world" visual cues. 3  The intermediate scale values reflect the extent to which

mediational processes would be required to achieve effective training with the visual

system being rated. A scale value of one would indicate a need for relatively

extensive use of mediation in the instructional process; a value of two a need for '""

relatively little mediation. Thus, the higher the scale value, the more efficient and

effective the visual system was judged to be with respect to the items being rated.

"Mediation," as used here in reference to the assignment of ratings, refers

to the need to resort to ways of processing visual cues that are not necessary with

real-world scenes. For example, a DIG I representation of a hill at a moderate

distance may not provide texture, size, and linear perspective cues sufficient for

estimating its distance. The observer may attempt to supplement the view of the hill

by scanning terrain around it, even in his peripheral field of view, so as to place the

hill in a context. This behavior is rapid and automatic with real scenes, but it may

entail deliberate trade-offs of cueing sources in an incomplete scene. If so, the extra

scanning and trade-offs are mediational approaches to distance perception that are

over and above those required with real-world scenes. It is the amount of extra

mediational effort that governed assignments of ratings of one and two. Note that in

providing the extra effort required, especially for one ratings, the student may learn

modes of scanning and perceptual processing at odds with those to be used in the

aircraft. Therefore, it could be desirable, at least for those tasks characterized by -'-

ratings of one, to intersperse aircraft and simulator experiences so as to maintain

discriminations among habits appropriate to each.

The ratings were made by two team members familiar with the visual

system technologies being rated. These personnel had experience with both the DIG I

and CMB visual systems at Fort Rucker, had reviewed the capabilities of the Loser

Scanning Image Generator (LSIG) system under development for the AH-I FS

production units, had participated in the development of the ATACDIG system for the - 4
AH-64 CMS, and had seen demonstrations of VSCDP technology applications conducted

by the VSCDP contractors. Because three of the four visual system technology

3 The context for these ratings was concerned solely with the utility of the
"natural" visual cues. Thus, the training utility of other aspects of simulator training--
for example, the capability of freezing the simulator, thus allowing detailed analysis
or explanation of a visual scene--was not considered in this analysis.
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applications rated in the present study are "composite" systems, or are systems under

development and can only be viewed during limited scope demonstrations, the ratings

should not be considered definitive in any absolute sense. Instead, the mean scale

values derived for each task and information type should be viewed only as an

indication of the relative order of merit of the respective systems for the items rated.

3.3.3 Results 0

The unweighted mean scale values obtained during the visual system

technology application assessments described above are presented in Figures 3.3.4-I,

-2 and -3. The overall mean for each application, obtained by totaling the ratings for

each of the applications and dividing by the number of items rated (as indicated in

Figure 3.3.1-1), are in Figure 3.3.4-I. Figure 3.3.4-2 contains the mean ratings for

each of the 49 pilot and copilot tasks rated. It should be noted that ratings are not

presented for firing position-related tasks for the DIG I visual system because the UH-
60 FS, the only Army simulator that has the DIG I visual, has no weapon simulation
capability. Figure 3.3.4-3 contains the mean ratings for each information type. These

mean ratings were obtained by summing the individual ratings assigned to each

primary visual information type applicable to each task arid dividing by the number of

types rated for that task (Figure 3.3.4-2), or by summing those ratings applicable to

each information type and dividing by the number of tasks rated for that information

type (Figure 3.3.4-3). The tasks and information types involved in each of these

computations are identified in Figure 3.3. 1-I.

3.3.4 Discussion
The principal question of interest in the present study in whether the

potential training value of the VSCDP visual system technology will be sufficiently

greater than the training value of the ATACDIG visual system being developed with

the AH-64 CMS to justify the cost and other impacts of replacing the ATACDIG visual

system with a visual system based upon the VSCDP technology. Similar questions

relate to replacing CMB and DIG I visual systems with visual systems based upon

VSCDP technology. In the final analysis, the answer to these questions will be based

upon judgments of the relative training value of the technologies concerned. The

analyses that are described above can provide information that can help support such

judgments.
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The mean scale values in Figure 3.3.4-1 give an indication of the relative

training value of the various visual technology applications assessed. Generally, these

ratings are in line with expectations. The DIG I visual system has been rated as
having limited training value. Nevertheless, with mediation, i.e., in a carefully
designed and administered training program that attends specifically to the
mediational processes employed, some effective visual task training can be and, in

fact, is being conducted in it.

MEAN TRAINING EFFECTIVENESS RATINGS FOR
FOUR VISUAL SYSTEM TECHNOLOGY APPLICATIONS

Visual System Mean
Task Application Rating

P

DIG I 1.34

CMB/LSIG 2.34

CMS ATACDIG 1.62
VSCDP 2.39

FIGURE 3.3.4-I

It should be noted that the overall rating of the DIG I would probably have
been lower if the firing position tasks had been included in its assessment. The DIG I

is relatively less useful for visual tasks that involve operation close to objects and

surfaces or that require discrimination of image detail. Further, because of the very
limited capability of the DIG I to show object detail, visual information that would

facilitate performance of tasks involving estimation of distance to and relative size of

objects is not easily derived.

The ATACDIG visual system was rated as having higher training value than

the DIG I system in spite of the fact that it suffers from the same kinds of design
limitations that constrain the DIG I system. Both systems are very similar in the 4

technology they employ. The principal difference is the increased detail that can be 1
presented in the ATACDIG because of its greater edge capacity. This ATACDIG

capability for increased detail is particularly important in tasks that involve firing
position operations, e.g., detection of small shifts in position relative to trees and -.
terrain, target detection, and damage assessment. Even there, however, the training
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value of the ATACDIG suffers from lack of ability to present object detail, but the

limitation is not as severe as with the DIG I.

In planning for use of the AH-64 CMS with the ATACDIG visual technology

application, particular care must be paid to the design and administration of the

training program to be used with it. Care to the mediational processes to be employed

can have a major effect upon the effectiveness of most of the training to be conducted

with the ATACDIG visual system.

In terms of their overall ratings, the CMB and VSCDP visual system
technology applications appear to be about equally suitable for training the tasks of

interest in the present study. Assuming optimum application of the respective

technologies, the increased level of detail that would be available can make a

significant difference, compared to the DIG I and the ATACDIG, in the potential

training effectiveness to that derived through use of the CMB and VSCDP. The

complexity or "richness" of the scene presented through these two technologies make

them much more "realistic" in appearance, thereby decreasing the extent to which 0

mediational processes will be critical to their effective use.

Although their overall ratings are similar, the CMB and VSCDP visual

applications differ with respect to their effectiveness for training specific tasks.

Tasks involving distance and object identification tend to have an advantage with the

CMB, whereas tasks that require discrimination of fine detail favor the VSCDP. The
reasons for these differences are thGt more visual information is inherently possible

using the CMB technology, since it involves video images of a model board that by its
nature must be complete and continuous. By contrast, there is a limit to the amount

of visual information that can be deployed in any affordable computer-generated

system, although creative distribution of scene content (information) can lessen the
impact of that limit. Offsetting this advantage of the CMB, however, is the fact that

much sharper images can be presented employing the VSCDP technology, thereby .

making fine discrimination possible during performance of some visual tasks. The
slightiy higher mean rating given the VSCDP for firing position tasks requiring

discrimination of fine detail reflects this difference. The fact that CMB technology
has limited flexibility to depict changing scene content, such as is required to depict a

rotor disc, weapons effects, and target damage, is also reflected in the ratings of tasks
where such dynamics are needed for effective training without resort to mediation.

3-32



7% . 7- . -

3.4 VSCDP COST ANALYSIS

3.4.1 Purpose

Each of the five alternative courses of action listed in section 3.1.2 carries

cost implications for both acquisition, fielding/installation, as well as operation and

support. To compare the cost implications, the alternatives are individually examined

and a cost profile for each is presented.

3.4.2 Cost Methodology

The general methodology that was employed in developing costs for each of

the alternatives was as follows:

a. Assumptions were developed to define the costs presented and to provide a

common framework for comparison. .

b. Data was collected as part of the applied analysis techniques used in

developing the coordinated plan for introduction of VSCDP to SFTS.

c. Hypothetical schedules for production award and ready-for-training were

developed for each alternative, with attention given to availability of VSCDP

technology, rate of production, and sequence of installed or retrofitted visual systems.

These schedules serve to time phase estimated funding requirements. See Figures -

3.4.3-1 through 3.4.3-5. To derive the five hypothetical schedules, the principal

drivers in establishing the initial ready for training date was the expected availability

of production VSC as noted in Appendix B, Production VSC Milestones for the AH-64

* CMS P3 1 Retrofit. Thereafter a gradual production build-up was applied until a

maximum production rate of one VSC per month was achieved. Since VSC will be -

available in July 1988, integration of VSC to future simulators (e.g., LHX) can be

accomplished without retrofit; i.e., during normal production. Hence, VSC was

scheduled for inclusion in the LHX during normal production, delaying in some cases

the retrofit of existing simulators (with VSC) until after May 1997. As an example,

refer to the schedule for Alternative A. In chronological sequence, first units

scheduled for VSC are the retrofit of all AH-64 CMS, followed by retrofit of all AH-IS

FS units, then retrofit of a portion of the UH-60 FS, followed by VSC production for -

LHX (to retrofit), and finally return to the retrofit of the balance of UH-60 FS and the

CH-47D FS.
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3.4.3 Assumptions

The baseline assumptions listed below were established for a variety of

p reasons, the most essential of which was to enable a meaningful comparison of cost

estimates among alternatives. The assumptions are intended to be reasonable in

nature in view of the alternatives under consideration, and further serve to define the

implication of the estimates presented. Any necessary assumptions that Ore unique to

one alternative are included in the discussion of that alternative. The following

assumptions are therefore universal in nature and apply to each alternative.

a. Costs are presented in millions of FY84 constant dollars.

b. VSCDP technology is developed and available in accordance with the

current plans. Reference paragraph 3.2.4, Visual System Acquisition Plans.

* . c. Introduction of VSCDP technology has no impact on the number of

instructors required for any of the simulators within the SFTS family. , -

d. Introduction of VSCDP technology has no impact on training time for any

of the system devices within the SFTS family. Note: While training time is assumed
to be unaffected, the possibility remains that flight time in the various aircraft can be
replaced with flight simulator time, resulting in potential training cost savings.

e. Visual systems in place and operating, as well as the development cost of

LSIG, ATACDIG and VSCDP are considered sunk. Therefore, replacing any fielded

visual system with VSCDP will incur costs for production, installation (and check out),

"*-. and operating and support. A salvage value of zero is assumed for replaced systems.

f. Time phasing of investment (production) costs assume a full funding

concept; i.e., full production funding will occur in the year of contract award.

g. Figures relating to the LHX are assumptions for the purpose of this study

only.

3.4.4 Results

A first unit production cost of $9.752* is derived as follows:

Production Cost for 10 Units $ 95.630 (FY 82 $)
Non-recurring cost (3.127) (FY 82 $)
!n-House Government costs (.699) (FY 82 $)
Retrofit (separately priced) (3.606)**

Subtotal $ 88.198 (FY 82 $)

Cost Per Unit (10) $ 8.820 FY 82 $)

Cost in FY 84 Constant $ (x1.1057) $ 9.752
* Source for all data: Validated Baseline Cost Estimate, dated 18 November 1982, for
AH-64 CMS (Device 2B40), paragraph 2.11 .2. 1, page 92.

** Retrofit cost included in cost profiles as a separate cost line; see Figure 3.4.4-3.
3-41
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An 85% experience curve is applied to the first unit cost in order to

calculate total production costs at various quantities. Results at the various 4

quantities (coincident to quantities shown in the schedules, Figures 3.4.3-I through
3.4.3-5) are charted in Figure 3.4.4-1. Unit costs are plotted in Figure 3.4.4-2. Using

the schedules together with the calculated production costs at appropriate quantity
levels, cost profiles for each of the alternatives are generated. The cost profiles are
given in millions of constant FY 84 $ in Figure 3.4.4-3.

3.4.5 Analysis and Conclusions

There are several reasons for selecting the 85% learning curve. The

current Visual System Component (VSC) developers were surveyed in order to guage

the expected trend in VSC production costs. The responses are a major contributor to

the estimation of an appropriate learning curve slope. One of the most important

results of the survey is the unanimous opinion that cost reductions through the learning

curve phenomenon will not be inconsequential. The opinion is based on the nature of
the hardware that is expected to comprise a VSC. An evaluation of the nature of the

hardware shows that a significant part of the system will be electronic.

Much of these electronics will be of recent technology. As regards the

technology of computers, it is in a changing state. Significant advances are expected

over the next 3-5 years that will permit higher and higher concentrations of capability
in smaller packages. This is especially true of Random Access Memory (RAM), and

since a part of the VSC will apply large blocks of RAM, it can be expected that this

technological evolution will yield smaller computer packages for the VSC.

The visual display sections of VSC will also apply new technology, except

for the dome, light valves and other commercial products that may be present. New

technology offers opportunities for cost reduction through simplification of hardware

design as well as manufacturer production familiarization and process improvements

both items are contributors to the experience curve phenomonon.

The schedules for production of VSC, prepared for each of the alternatives

A through E in Figure 3.4.4-3, include the assumption that production of VSC will be

relatively continuous; i.e., production interruptions will be kept to a minimum. In

addition, after a period of build-up, the rate of production is kept constant at one VSC
each month. Both of the factors contribute to steady state production and result in a

means to reduce costs. To summarize, an 85% curve was selected as applicable to -

production of VSC for the following reasons:
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o A survey of the current VSC developers indicates a significant

" reduction in cost due to changes in electronic packaging.
1%4

o Production is sufficient in rate, quantity, and continuity to permit

development of more efficient tools.

o Production is sufficient " rate, quantity, and continuity to permit

reductions in management or efficient changes in organization.

o New technology engineering problems will be solved.

Note: Both of the current VSCDP developers, GE and Honeywell, have
indicated that a substantial learning curve effect will occur with VSC

program.

o An 85% learning curve is typical of electronics production.

To analyze operating and support costs for VSC, the Department of Army

Pamphlet (DA Pam) Number 11-4 was used to identify the various elements of cost

that will occur in this phase of its life cycle. An assessment of how or if VSC will

impact each cost element was made. Those elements are as follows:

a. Instructor Pay and Allowances.

b. Consumption.

c. Depot Maintenance.
d. Modifications.

e. Other Direct Support Operations.

f. Indirect Support Operations.

Item a., instructor pay and allowances, is unaffected by introduction of

" VSCDP. A premise of the cost part of this study assumes that training time will not

be positively or negatively affected.
" Item b., consumption, normally includes replenishment spares,

petroleum/oil/lubricants, and ammunition/missiles. Consideration of petroleum,
ammunition, etc. can be excluded; they apply to flight simulators only in a very minor

role. Since the VSC is planned to be contractor supported, replenishment spares are
* ."discussed under item e., other direct support operations. Therefore no analysis of

consumption is meaningful.
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Item c., depot maintenance, requires no analysis, again, since the system
will be contractor maintained, and no military operated depot facilities will exist.

Item d., modifications, is an element of cost usually resulting from changes
to the operational aircraft. Therefore, any flight simulator system regardless of the
type of visual system is equally subject to modification. Introduction of VSCDP will

not drive the cost of modifications.

Skipping to item f., indirect support operations, the costs collected in this
element are related to those military personnel assigned solely to the system. These
costs include personnel replacement related costs, medical support, maintenance and
utilities for quarters, etc. In the case of VSCDP, these personnel include only the
instructors. Hence VSC will have no cost impact with respect to instructors, due to
the same reasoning applied to item a., instructor pay and allowances.

Returning to the sole remaining element, item e., other direct supportp

operations, is the collection point for any remaining costs associated directly with the
system, in this case VSCDP. Costs of this element include as follows:

o Facilities Power Requirements.

o Facilities Custodial, Maintenance, or other Utilities.

o Trainer System Power Requirements.

o Contractor Maintenance, which includes,

oo Replenishment Spares
14-.4

oo Maintenance Labor

Reviewing this final set of subelements in the same sequence they appear
above, facilities power requirements are a function of floor space, the volume of the
building enclosure (for heating or cooling), and the volume of heat dissipated by the
trainer. Of the visual systems in existence and planned for procurement, only the first
one with light banks opposite the model boards generate sufficient heat to be a .

significant cost driver. The VSCDP likewise will not generate large amounts of heat, . I
4 and therefore, does not represent a significant cost differential as compared to DIG I,

ATACDIG or LSIG visual systems. Similarly, the VSCDP is not expected to produce

significantly lower quantities of heat. The floor space requirements for systems with
VSCDP may be larger, but not significantly larger. (Current space for existing
equipment ranges from 14,000 to 16,000 square feet.) Therefore, custodial or building
maintenance costs, the second subelement will not be affected by VSCDP.
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Power requirements for simulators range from a high of 787 kw per hour of

operation (two CMB visual system) to a low of 308 kw per hour (two LSIG visual

system). Requirements for the UH-60 FS with a DIG system have been calculated at

346 kw per hour. Based on expectations for VSCDP compared to these power useages,

no significant differences are expected.

The single remaining item for evaluation is contractor maintenance,

- composed of the replenishment spares and maintenance labor. The quantity of

required spares are a function of the level of utilization of the system, marginal

'- design, component part failure rates and the overall size/complexity of the system.

The total cost of spares, in turn, is a function of the quantity required and the

purchasing system. Introduction of VSCDP will not of itself raise significantly the

level of trainer use. With respect to marginal design and failures, only thorough design

engineering, including reliability/cost trade-offs, will improve these factors. There

are no reasons to suggest that the design of VSC will result in either improved or
."0

poorer overall design. However, too much haste during the VSCDP and transition into

production increases the risk of marginal design or inadequate parts being specified,
and hence increases the potential for costly operation.

The VSC will be a larger visual system, in terms of components and

U complexity, than its predecessors. Cost of replenishment spares for any system tend

to be proportional to the value of the materials and parts used in its manufacture. The

* estimated average unit cost of the VSC in a quantity of 14 units (sufficient to equip

seven AH-64 CMS) is $6.5*. This compares favorably with Singer Link's estimate for

- an LSIG system at $6.9** for a quantity of ten units, sufficient to equip five AH-IS

FS. It could therefore be concluded that VSC will not cause a significant increase or

• .decrease in the cost of replenishment spares. To the Army's benefit, procurement of

spares, both replenishment and initial, is centralized through Singer-Link's logistics

function (part of the maintenance support contract) at Fort Rucker. This centralized

procurement function for all simulator sites results in the combined procurement of all

spare needs.

The final item of contractor maintenance, and the final element of cost in

the operations and support area, is maintenance labor. As with replenishment spares,

a portion of the maintenance labor activity is linked to the level of use and failure

• First unit cost of $9.752 at 85% experience curve (factor: .6665)
** Validated BCE of 10 March 1982 for AH-I (Device 2B33), based on Singer proposal.
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ITEM DATE
(On or before)

D/E I Proof of Concept Demonstration Apr 84
D/E 2 Display/Image Generator Demonstation Jan 85
D/E 3 VSCDP Demonstration, Test and Evaluation

a. Technical Sep 85
b. Operational Suitability Oct 85

Additional contractor tests and investigations are being conducted during VSCDP with
tests being observed by Government personnel and/or with results reported at
technical reviews and in technical submittals. VSCDP contract delivery items

affording additional opportunities for risk assessment during development include the
following:

ITEM DATE
(On or before)

Preliminary Design Review Oct 83
Trairer-'Engineering Report, Dec 83 - Dec 85

updated quarterly
Critical Design Review Mar 84
Quarterly Progress Review Jun 84 - Sep 85

Risk areas listed in Figure 3.5-1 chow where in the contract schedule these areas will

be demonstrated and a risk assessment made. Successful demonstrations where all or
.a majority of objections are met will reduce risk as development progresses.
Unsuccessfu.l demonstrations, those with failures and shortcomings, will increase risk.
VSCDP contractors have risk abatement programs which single out risk areas for
special, attention during development and provide for the introduction of alternatives
where the initial technical approach is found to be faulty.

Several factors combine to reduce the risk as the development progresses.
These are:

a. Two contractors are developing visual systems based upon different

concepts.

b, The visual systems described in the attachments to Appendix B ore

adequate.

c. Contractors have undertaken risk abatement programs and are considering
alternates in high risk areas.
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d. The VSCDP contract provides for timely demonstrations.

15 e. Five additional visual system developers and manufacturers have stated an

interest in developing competing visual systems, and at least one is expected to

demonstrate a competing system.

3.6 COMPARISION OF ACQUISITION ALTERNATIVES
This section provides an examination of the advantages and disadvantages

associated with the various options that are available for introduction of VSC
" technology into the SFTS.

p

3.6.1 Technoloqy

It is useful at this point to compare the technologies that are in contention

as visual systems for the SFTS. The competition is between Camera Model Board

(CMB) and Computer Generated Imagery (CGI). There are three limitations inherent

to CMB/LSIG technology that are not expected to be resolved by future technological

advances. First, CMB/LSIG visual systems are mechanical devices that require

extreme precision to operate effectively. Consequently, CMB/LSIG technology is

subject to an additional maintenance burden not present in solid state Computer '

Generated Image (CGI) technology. Second, model boards are physically large devices

S"-that place limits on the geographical area that can be represented. Presently, they

are produced by hand. Any reduction in the size of objects without loss of detail is

m ionly feasible by some automated means of production, and by reducing the size of the

probe. A scale limit is imposed by the ratio of the probe dimension to the helicopter

* ;
! 

. dimension. If this limit is exceeded, the probe and probe protection system will not

allow simulated helicopter flight or taxiing within realistic distances from terrain

objects and surfaces. CGI, on the other hand, uses a disk-pack for the physical storage

of the data base. Once the CGI data base is developed, multiple copies are easily

stored and reproduced. This CGI capability provides the added benefit of allowing a
given training device to choose among multiple terrain areas and seasonal conditions.

* S,
Flexibility of this sort is not anticipated for CMB/LSIG technology. Third, CMB/LSIG
technology uses static models. Introduction of moving objects (e.g., targets or weapon

effects), requires the integration of CGI with the model board. Achieving this

capability in a realistic manner without imposing suvere restraints on training

scenarios requires a technical sophistication that approaches the full-up CGI itself. It
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is possible that some type of hybrid form of CMB/LSIG and CGI could produce systems

that obviate these problems. CMB/LSIG technology, by itself, will not.

The primary limitation of CGI technology is that any element of

information that is to be present in the output requires finite processing resources to

be produced. CGI technology will (with the developed VSC) combine processing

techniques and hardware in a manner that is capable of successfully competing with

CMB/LSIG image detail. This limitation is minimized further because there is no
reason to believe that an upper limit on CGI performance is near.

3.6.2 Cost

The principal conclusion of the cost analysis of the various options for

acquisition of VSC technology is that replacement of otherwise adequate visual

systems with VSC cannot be justified on a cost savings basis. The investment required

is of the same order of magnitude as the visual system related Operating and Support

costs. It is, therefore, not feasible to expect operating cost savings to offset the

initial cost of purchase and installation.

3.6.3 R isk
The principal factor minimizing risk in the VSCDP is the fact that not only

are two companies under contract to deliver products, but that up to five other leading

visual technology firms are interested in matching the performance of the contracted

for VSC. It appears to be recognized within the industry that a capability comparable

to the VSC will be a requirement to remain competitive within the market for military

simulators. It is, therefore, a conclusion of this study that there is at this time only a

low risk that a VSC-like capability will be available at the time identified in the VSC

program. Certain specific features of the VSC must remain at a higher level of risk

until they are demonstrated. In particular, the combination of head/eye tracking with

an area of interest display faces a technical and user acceptance risk that will be

medium to high until the actual demonstration of the capability. Actual unit cost also

is at risk at this time, and will remain so until full complexity of integrating all

requirements is demonstrated.

3.6.4 Option Analysis

As stated in 3.6.2 above, no offsetting cost advantage is realized by -9

replacement of otherwise adequate visual systems. Such decisions would have to be
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--justified on the basis of user identification of training requirements beyond those now

satisfied. Although this study has identified training capabilities associated with the
* VSC beyond the capabilities present in other visual systems, the establishment of a

requirement for such capabilities is a responsibility of the user community and, as

such, is beyond the scope of this study.

The following paragraphs, therefore, consider the various acquisition
- 0options in which it is possible to substitute acquisiton of VSC for already planned

acquisition of other visual system equipment. Options are addressed by component
element of the SFTS.

3.6.4.1 CH-47D FS O

It is possible to delay the purchase of visual systems for the forthcoming
upgrade of the CH-47D FS until the VSC is available. This would mean approximately

two additional years of operation with a TV CMB visual system. In addition, the cost
of first integrating the upgrade FS with the CMB and later integrating it with the VSC

* . would be a penalty. The use of the VSC would provide a significant enhancement to
training capabilities, allowing a larger latitude in future user requirements.

3.6.4.2 AH-I FS S

It would be possible to delay contract award for production units six
- through eight to allow a VSC system to be incorporated in place of the scheduled LSIG.

This could mean up to a 29 month slip in the RFT date for the simulators. The change

over to the CGI visual system would also add engineering cost penalties. In view of
the comparable training performance expected from the LSIG and the VSC, little
advantage is seen from such an action.

°S

3.6.4.3 UH-60 FS
It is possible to directly substitute VSC into the last eight production units

for the UH-60 FS. In view of the significant improvement in training capability that
*this would offer, little reason can be seen for buying eight of the less capable

ATACDIG systems now planned. While R-,FT requirements will force the use of the
" ATACDIG in earlier lots of the production contract, purchase of ATACDIGs, once VSC

is available should be avoided. Later retrofit of the entire set of UH-60 FS to VSC
* capability can be accomplished as feasible.
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3.6.4.4 AH-64 CMS
Current plan calls for the upgrading of the CMS to the VSC as a p31 effort

when the VSCDP is complete. This course of action is made necessary by the extreme

significance attached to the earliest possible RFT for the CMS. The progress of the

CMS needs to be monitored so that should a schedule change occur offering the

possibility, VSC systems can be substituted for the currently planned for ATACDIG

systems. -

.j.

3.6.4.5 Future Systems J
It is a conclusion of this study that future acquisitions of SFTS elements

should use VSC technology for visual systems. No reason has been found to continue

either an earlier level of CGI or future development of CMB technology. Planning at

this time for future acquisitions should be based on VSC visual components. It is

recognized, however, that attempts to predict technology generally fall short of the
mark. Therefore, it is also concluded that a continuous review of visual system

technology be maintained. No reason has been found to indicate any slowing down in

the progress currently being acheived.

i

I
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4.0 COMMONALITY: INSTRUCTIONAL FEATURES, HARDWARE AND

n SOFTWARE
..This section of the report presents the documentation generated as a result

of the analyses regarding commonality of instructional features, hardware and

software elements.

The background against which this portion of the report was written is

provided in the form of a problem statement, summarizing the pros and cons inherent

to the issue of commonality. A brief discussion of the methodology of each element

, - utilized to approach this issue is followed by the standardization criteria developed to

evaluate the appropriateness of commonality for the instructional features, hardware

and software elements of the SFTS.b'1
4.1 STATEMENT OF THE PROBLEM

The SFTS is a family of simulators which perform a number of similar

functions. The similarity of many parts of the various training devices is such that the

"* requirements can be considered identical. In many of the cases where requirements do

differ, they differ in that one set of requirements is, in fact, a subset of the other. In

spite of all this apparent commonality, each member of the SFTS is distinctly
different from the other. This is largely a result of the fact that each procurement

addressed a unique training requirement. Since each procurement was a separate

-: action, little or no cross system optimization has occurred, and as a result, each

system has its own unique set of components. The advantages of commonality where

training requirements permit, appear obvious; decreased spare part requirements,

savings on the number of personnel and the cost of training instructors and

I. maintenance personnel, potential advantages from quantity buys, reduced design effort

for future systems, etc. Some of the disadvantages are not so obvious. Standardization
to achieve commonality is only obtained at a price. The price can be described as a

commitment to current performance, cost and availability. Standardization is like a

garment that purportedly fits all sizes. On some it will be just right, but on others it

*" will be too tight, and on still others it will be too loose. Thus, standardization where

different training requirements exist will result in necessary compromises between

some elements that are "too loose" and some that are "too tight."

The problem, therefore, that faces the SFTS at this point, is to determine

how to gain the advantages of commonality without paying a penalty in the process. It

requires not only that candidates for commonality/standardization be identified, but
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that plans for how and when to implement standardization be developed. This study is

the first step in that process.

4.2 COMMONALITY METHODOLOGY
- Although many of the some principles apply to both hardware and software,

" the methodology for analysis of the two is best addressed separately. In addition, the

area of instructional features, which transcends both hardware and software is also a

separate consideration.

4.2.1 Instructional Features Commonality Methodology

The review of SFTS instructional features began with an analysis of the

procurement specifications and other design documents for the SFTS simulators of

interest to the present study. From these documents, and from design reports

produced by the SFTS manufacturer, instructional features incorporated into SFTS

designs were identified. Each of the simulators at Fort Rucker were then examined to

determine the manner in which the instructional feature specification requirements
were implemented. Instructors who had used each simulator were questioned

concerning perceived advantages and disadvantages of each implementation, and a
. team member exercised the SFTS simulator to provide further information about

operation of instructional features when instructor reports were not clear. Emphases

in those analyses and examinations were upon hardware commonalities and differences

among SFTS simulators, and perceived advantages and disadvantages of feature imple-

mentation with respect to instructional efficiency. For those features unique to the

AH-64 CMS, no instructor expereince was available. Reliance in those cases was upon

information available from Government and contractor participants in the simluator

development effort concerning the projected utility of each instructional feature as it
is being implemented.

4.2.2 Hardware Commonality Methodoloqy

The first step in analyzing the potential for commonality within the SFTS

hardware was to obtain an inventory of existing SFTS hardware at the component

level. This information was obtained from the Link Division of the Singer Corporation,

the manufacturer of the SFTS devices. Using this information, analyses were

performed to determine what commonality exists on the functional level and on the

configuration level. If items are common at the configuration level, then they are
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interchangeable. If they are common on the functional level, then they are susceptible

of being made interchangeable. It is not expected that many "perfect fits" will be

* . identified, but rather that "near fits" will be discovered.

Once components were identified as potential candidates for standardi-

zation they were screened against the standardization criteria (see Section 4.3)

developed by the team to determine if standardization would be cost-effective for the

candidate. Selected candidates that satisfied the criteria were then evaluated to

determine the process by which standardization could be achieved.

-.- The development of the standardization criteria is a key activity of this

=* methodology. The criteria is based on indicators such as maintainability, energy

.- efficiency, and safety/hazzard potential compared to the movement within the

S"supporting technology. If the supporting technology is moving fast enough to offer

expected significant improvement in the areas listed above, or if it can offer expected

L 'significant cost savings, then standardization is not indicated. If no problems are

present in the areas cited, then technology movement is less significant. if technology

is not moving with any rapidity, then standardization may be warranted in spite of

known problems.

4.2.3 Software Commonality Methodology 

Two considerations strongly affect the study of software commonality and

standardization for the SFTS. The first consideration is the current process of

developing software that adheres to standards for supportability as described in MIL-

STD-1644A(TD), Trainer System Software Engineering Requirements. The extent to

which this has been accomplished is a major factor in developing candidates for

standardization. The second consideration is the DoD move to require future

developments to use the Ada language. As part of this study's process, an assessment

"-" was made regarding the impact of this directive.

The process used by the team began with the assembly of an inventory of

o* software modules to be used in the AH-64 Combat Mission Simulator currently under

development. A listing of these modules is provided in Appendix E. This device is the

most complex and comprehensive simulator within the SFTS and is being deve!oped

under somewhat more rigorous software documentation requirements than past

systems. For this reason it establishes a baseline that can be used to rr ake

comparisons with the software presently in use in other members of the SFTS.

Because of the quantity of software involved, comparisons were made by a process of

selective sampling. Samples were selected in areas where commonality can be

4-3
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anticipated, and also (as a control) from some areas where differences are expected.
Based on analysis of the samples, similarities in the modules were identified and their

susceptibility for being made common were assessed.

In addition to similarity, the considerations described above (MIL-STD-

1644A (TD) and Ada); were assessed in determining final suitability of candidates for

standardization. Based on the results of the standardization screening, the team

developed a recommended strategy for implementation of the standardization desired.

4.3 STANDARDIZATION CRITERIA

Standardization criteria for instructional features, hardware and software

are discussed in detail in the paragraphs 4.4, 4.5' and 4.6 respectively. In general,

standardization criteria are measures that can be used to eliminate candidates that

may not be suitable for further analysis. The criteria by themselves cannot qualify a

candidate for standardization action. In each case that the criteria indicate that a

candidate is a potential subject of standardization activity, further analysis must be

made to establish an economically feasible (if such exists) process by which

standardization con be accomplished. If no such process can be identified, then the

candidate will not be recommended for standardization.

4.4 INSTRUCTIONAL IEATURES

4.4.1 Overview

An -efficiently designed simulator is a device whose instructional features

permit instructional activities to be conducted with a relative minimum of time and

effort. Instructional features are training tools, specifically designed to assist the

instructor in controlling and managing the instructional process. Properly used,

instructional features can impact both the efficiency and effectiveness of training.

Some instructional features are applicable to a wide range of simulators, while others -

address activities specific to certain types of simulators. The principal factors of
concern that distinguish types of simulators and that could influence the design of

instructional features are the crew configuration of the aircraft simulated (i.e., single-

crewman versus multi-crew), the aircraft mission (e.g., utility or attack), the kinds of

training intended (e.g., instrument flight, attack mission, or procedures), and simulator
configuration (e.g., whether all crew positions are housed together or are mounted on
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separate motion platforms). Figure 4.4.1-1 depicts the instructional features to be

discussed and the SFTS in which each is found.

SIMULATOR INSTRUCTIONAL FEATURES FO I IN 0
SYNT-ETIC FLIGHT TRAINING SYSTEM SIMULATORS

FLIGHT SIMULATORS

INSTRUCTIONAL AH-6. Al-- I UH-60 CF-47
FEATURE CMS FWS FS FS

Record/Playback X X X X

Hardcopy X X X X

Manual Freeze X X X X .
Automatic Freeze X X X X

Parameter Freeze X X X X

Demonstration X X X X
.0

Demo Prep X X X X -

Malfunction Simulator X X X X
Store/Reset X

Remote Display X

Auto Malfunction Insertion X

AMI Exercise Prep X

Automatic Flight X

Automatic Flight Prep X

Target Engage Exercise X

Target Engage Exercise Prep X

FIGURE 4.4. -I 

4.4.2 Instructional Feature Commonality Considerations

Considerations regarding instructional feature co nmonality are

summarized below based on the analysis conducted in Appendix D. Standaidization of 0

instructional feature designs across future SFTS simulators would be a desirable goal

from the standpoint of economy of maintenance effort. However, the instructional

feature portion of SFTS design is its most rapidly developing and changing portion.
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o Freeze Control
Incorporation of the mushroom type switch to control freeze in the

CH-47 FS, AH-I FWS, and AH-64 CMS would be an improvement and much more
functional than the alternate action lighted switches currently being used.

o Hardcopy

Serious consideration should be given to changing the hardcopy print

capability on SFTS production units to provide the instructor with the some capability
that currently exists in the AH-61 CMS.

o Demonstration Preparation
Incorporation of the demonstration preparation capabilities of the

AH-64 CMS into existing SFTS simulators would facilitate the development by

instructors of more useful and effective demonstrations for use with the simulator.

4.5 HARDWARE
A Hardware component is considered a candidate for standarization if:

a. It performs a function that is common to more than one of the present or
future systems of the SFTS; and

b. Predictable near-term technological advance offers no significant
improvement in cost, availability, supportability, performance, energy utilzation or

safety.
The, nomination' of a hardware component because it meets the

standardization ,criteria identified above, does not mean that a recommendation is

automatically made that steps be taken to replace all other versions of that
component. The economics of such actions require further study, and an appropriate

means for achieving standardization must be found for each selected candidate. The
details of this process are addressed in the following paragraphs.

Identification of major systems used on present SFTS is provided in Figure

4.5-1.

4.5,1 Motion Systems
Cockpit motion and crew seat shaking are provided on all present SFTS and

will be requirements for future SFTS development. A common motion system ths
evolved in the development of present SFTS systems starting with the Introduction of

the 48-inch, six-degree-of-freedom synergitic system on the C-47C FS prototype in
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the mid 1970s. This sytem was updated on the UH-60 FS to the Link-designed 60-inch

AST system, also planned for use on the AH-64 CMS and on follow-on production of

both the CH-47D FS and the AH-IS FWS. This motion system consists of the following

items:

o Structure/base

___ o Self-contained hydraulic power system, including:

oo Controls ."

oo Pumps

00 Distribution

oo Accumulators

oo Manifolds

oo Filters

oo Reservoir

oo Water-cooled heat exchanger

0 Actuators (6)

o Platform

o Maintenance provisions

o Seat shaker (separate system sharing some hydraulics)

Technological advances in hydraulics and specific motion system compo-

nents are not expected to provide significant improvements in cost, availability,

supportability, performance, energy utilization or safety over the next six to 12 years.

Except for the platform which will be dimensioned uniquely to accomodate

different cockpit configurations, full commonality is being achieved for all present

SFTS, except for the UH-l FS, and those under development. Since motion system

drive signals are controlled by software to simulate helicopter motion and to provide

motion cueing, the common system can be used universally on future SFTS without

modification, except as stated, as long as pay load capacity, excursion limits, velocity

limits and acceleration limits are not required to be exceeded.

The motion system is an excellent candidate for commonality among all

SFTS models. The present common system need only be extended to new SFTS

development to achieve commonality. Should components, materials or parts become

unavailable due to manufacturer changes, shifts to new models and the like, such items

4-10 '
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can be replaced by those meeting the some form, fit and function requirements
without materially altering the over all commonality of the system.

'I

4.5.2 Computational System
Multiple minicomputers are used for simulation and training management

in all SFTS. The quantity required per trainer has increased from two Honeywell DDP

516s or 716s for the four-cockpit UH-I FS (1/2 per cockpit) to six Perkin-Elmer 3250s,

each with an auxiliary processing unit, for the two-cockpit AH-64 CMS (six processing
units per cockpit). One or more additional minicomputer(s) and/or other processing

equipment are required for each DIG visual system for those SFTS so equipped. This
increase in SFTS computer requirements occurred during a 13-year period from 1969

to 1982. Computer models used on present SFTS and those now under development are

summarized as follows:

COMPUTER USAGE

Available
Manufacturer Model Dates

Honeywell DDP 516 1966-1974 UH-I FS completed during the

DOP 716 (073-(979 period 1971 -1979.

DEC PDP 11/45 1972-1981 CH-47 FS completed during the

PDP 11/55 1972-1981 period 1977 -1982.

DEC PDP 11 /55 1972 - 1981 AH-IQ FS prototype completed 1978

and AH-IS FWS to be completed

during the period 1984 - 1985.

DEC PDP I 1/55 CH-47D to be completed in 1986

Refurbished and AH-IS FWS to be completed in

1985.

Perkin-Elmer 8/32 1976 - UH-60 FS prototype completed in

1980.

Perkin-Elmer 3250 1980- UH-60 FS and AH-64 CMS to be

completed during the period 1985 -

1990. .-

4-Il
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The above summary shows that commonality was achieved over relatively

E Jshort time frames by the selection of a common computer model for the CH-4-. FS

and the AH-10 FS, and a second common model for the UH*60 FS and the AH-64 CMS.

Commonality in the first case is being continued beyond the market availability of new

PDP 11/55s by using refurbished models for additional quantities of CH-47D FS and

AH-IS FWS, the advantages of commonality being the overriding factor in the

selection. Commonality was also a consideration in changing computers from the P-E

8/32 used on the prototype to the P-E 3250 used on production models of the UH-60

FS.
Computer technology is expected to continue its advance at the rapid rate

experienced in the late 1960s and 1970s. The emergence and application of Very

Large-Scale Integration (VLSI) circuit and other microelectronic developments can

provide significant increased performance at reduced cost in such areas as:

o Increased RAM capacity

o New computer architecture

o Parallel as well as serial processing

i* o Redundant circuit selection without halt

o Replacement of software functions by hardware

o Reduced power requirements

o Reduced size

The computational system hardware consists of the following units:

o Central Processing Units (CPU)

o Auxiliary Processing Units (APU)

o Input/output units

o Peripheral devices

o Interface equipment

o Microprocessors/firmware devices

Hardware selection generally depends upon the selection of the

minicomputer. The selection of computer hardware (common to another SFTS or

otherwise) for use in future development cannot be made until conditions affecting the
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selection at the time the computer(s) will be needed are known. The advantages of

commonality in the selection of SFTS computers for new systems are more important

where developments occur close together in time (within three years) and become less

important as this time interval increases (over five years), and both computer

capabilities and simulation and training requirements change.

Commonality should continue to be a factor in the selection of each SFTS

computational system but should not be the overriding consideration in the selection.

4.5.3 Visual Processing Systems

The visual processing system consists of the following subsystems:

o Data base generation equipment ( ' )

o Data base(

o Image generator

o Displays

o Maintenace/operator station

o Structure

NOTE: (I) DIG systems only.

4.5.3.1 Imige Generator

Three type image generation systems have been used or are now being

developed for SFTS visual systems, CMB, LSIG and DIG. CMB is obsolete and is now
being replaced by LSIG and DIG, and LSIG use is not planned beyond the production of

the AH-IS FWS. Some commonality has been achieved by the selection of the ATAC

DIG for the AH-64 CMS, the UH-60 FS and the CH-47D FS. A synthetic terrain
generator (STG) is also used on the CH-47C FS and on the CH-47D FS to generate
visual cues for the chin window. There has not been a requirement for chin window

displays for other SFTS. Should chin window views be required for future SFTS, it is

likely that a real time terrain view can be provided by sharing a visual channel from
the DIG system. STG is not a candidate for commonality.

Unique DIG hardware uses much the same technology as reported for
computational systems in paragraph 4.5.2 above. The irrpact of emerging

microelectronic technology on visual systems is not expected to produce the rapid
escalation of capabilities as is being experienced in computer developments driven by

4-13
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the large computer industry and highly competitive computer market. The DIG system

mwill include commerical computer and/or microprocessors as well as the unique

hardware. The high processing speed, parallel processing, high RAM capacities and

other achievements expected from emerging microelectronic technology could greatly

increase visual system performance capabilities in the areas of increased data base

content, oLlect detail, object interactions, out-the-window fields of view, availability

and reduced refresh rates.

However, SFTS visual system development is driven by user needs. The

present Government sponsored VSCDP will utilize state-of-the-art technology to

develop a visual system which meets all SFTS training requirements. Except for

Government supported development, new technology has not been applied to

production visual systems at the rate experienced with computers in the highly

competitve computer industry. This trend is expected to continue. Thus the drive to

lb apply new microelectronic and other technology to improve visual system capabilities

will be greatly reduced once all needs are provided for.

" * Except for possible changes required to meet future needs, and the

replacement of obsolete imbedded computers and other commercial equipment, a

common image generator which meets all present needs should be considered for use

on SFTS developed over the next ten to fifteen years.

4.5.3.2 Displays and Structure
The wide angle collimated CRT display is used for all present SFTS out-

the-window views with CMB, LSIG and DIG image generators. This shows that the

display is not tied to a specific image generator type and should be considered for

commonality independently. Other display methods such as the VSCDP eye tracked,

area of interest projection system are being developed to increase FOVs and to

maximize the detail that can be processed by the image generator. These

technologically advanced systems offer significant improvement in the performance

capability of both the image generator and the display system. Visionics displays

either use the operational equipment or are designed to simulate the operational

equipment. They are not candidates for commonality among SFTS except where the

same visionics system is used on more than one helicopter. The structire must change

to accomodate each type cockpit, window and canopy.

Technolgical developments in video image projection, eye tracking,
,0

scanning, projection optics and CRT displays are not advancing at a rapid rate. Once a

4-14
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display system is developed which satisfies all user needs, then this sytem can become

common for use on SFTS developed over the next ten to fiften years. Common

visionics displays can be used on SFTS only where common visionics systems are

provided on more than one helicopter.

4.5.3.3 Data Base

Portions of the data base (gaming area) developed for the AH-64 CMS are

also being provided as part of the data base for both the UH-60 FS and the CH-47D FS.

Data base objects and surfaces are interchangeable among like DIG systems, and

common items are now being used because of the present high cost of data base

. creation. However, high technology environmental modeling systems are being

developed to greatly reduce this cost and to allow the user to create his own data

base. A common date base is not a desirable feature in that different type helicopters

require different operating environments.

Data base commonality should be considered among like helicopter types.
Partial data base commonality should be considered among unlike helicopter types

until the cost of data base creation is substantially reduced.

4.5.3.4 Maintenance/Operator Station and Data Base Generation Equipment

Commonality among maintenance/operator stations and data base

generation equipment is determined by the selection of a common image generator

system.

4.5.4 Instructor Stations

The instructor station for all SFTS developed to date consists of the

following subsystems:

o CRT(s) for alphanumeric and graphic displays*

o Keyboard

o Other controls and indicators

o Layout, workspace, storage area and seat(s)
* Two alphanumeric display CRTs are provided at instructor stations for two-man

crew cockpits (CH-47 series FS and UH-60 FS).
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o Communication items

o Observer position

A visual display monitor and hard copy device are included in the instructor

station of the AH-64 CMS only. Monitoring of student out-the-window scenes on other

simulators is accomplished by the instructor actually viewing the student station

displays. The hard copy device for the other simulators, though used by the instructor

to print CRT displays, is not located at the instructor station.

Common components and designs have been used on present SFTS, except

for different specification requirements and changing helicopter capabilities, missions

and tactics. Technological advances can occur in commerical equipment used in

instructor stations but is not expected to affect overall design.

The instructor station of a simulator is the interface through which an

instructor controls the process of instruction for which the simulator was developed.

To the extent that the instructional process across SFTS simulators is similar, the

design of the interface, i.e., the instructor station, can be similar. In the case of the

SFTS, however, there are important differences in the instructional processes

3 applicable to each simulator that precluded a high degree of instructor station design

commonality. These differences include the configuration of the aircraft simulated
' "(side-by-side versus tandem crew seating), aircraft mission (utility versus cargo versus

attack), and on-board system (e.g., INS, ECM, sensor). It is probable that such

differences in future aircraft will be even greater than differences in present Army

aircraft.

Design of man-machine interfaces, of which an SFTS instructor station is

an example, is a human engineering problem that must take into account operator

workloads, division of tasks among operators, anthropometry, and other considerations

unique to specific systems. Attempts in the past to standardize ir terface design

where tasks to be performed may differ have not been successful. The Army should

not attempt to impose a design on any equipment interface that is not optimum to the

equipment/function to be performed with it. In the case of the SFTS, imposing a

common instructor station design or future simulators where instructor tasks and

workloads are not common would not result in optimum designs. Rather, the design of
each simulator or instructor station should be derived though application of human

* engineering principle,, for interface design, and an optimum design solution for each

new simulator should be sought.

4-16
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The foregoing not withstanding, commonality of simulator instructor

station components, consistent with human engineering principles of interface design,

should be sought for reasons summarized elsewhere herein. Candidate components

would include CRTs, switches, instructor seats, and communication equipment. There

should be no requirement for commonality in the number of such components or their

physical placement, however. Such consideration should be resolved through accepted

human engineering design practices (e.g., mock-up) as has been done with Army

simulator instructor stations in the past.

4.5.5 Student Stations

Student station items can be divided into five groups:

a. Configuration dependent - Actual helicopter parts, or items used to

simulate actual helicopter part functions that can be common to one or more SFTS

only if the same part or function is used on more than one helicopter type.

b. Common - Items common on present SFTS.

c. Could be common - Items that are not common on present SFTS, but could

be common to more than one SFTS.

d. Partially common - .nctions that can have common items, but also

require unique features.

e. Unique - Those items which cannot be common to more than one SFTS

model.

The following is a list of student station items divided into the above

categories: I

o Configuration dependent

oo Instruments and controls

oo Com-nunications equibrnent

00 Seats

o Common

oo Out-the-window visual displays .. _4

o Could be common
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oo Motion system warning light and deactivation

00 Cockpit air conditioning

00 Single seat shaker for single student cockpit

oo Dual seat shaker for two-student cockpit

oo Problem control panel and indicators

oo Amplifiers and speakers for aural cues

oo Safety items

oo Control loading

o Partially common

oo Aural cue generation

a Unique

00 Cockpit shell and structure

oo Canopy and windows

i 00 Interior configuration

* A standard LINK synthesis method is now used to generate aural cues for

each type flight simulator. The creation process starts with the recording and analysis

of actual helicopter sounds. The analysis results determine the hardware requirements
needed to simulate distinctive helico, ter sounds. Uniqueness of the functions required

for various sounds require much hardware (i.e., printed circuit cards), and cards are

not directly interchangeable among different type simulator- The foilowing is a

summary of the quantities of cards used:

QUANTITY OF CARDS
SIMULATOR 4" X 8" IO" X I I"

CH-47 series FS 17

AH-IS FWS 104

UH-60 FS IS
AH-64 CMS 32
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Sub items of the student station are not subject to high technological
mobility. Rather, distinctive functions are required for each type simulator to

accomodate the differences among aircraft. In some cases this can be accomplished

" by an adjustable or programmable common system such as "control loading," which can

be used on all simulators. "Common" or "could be common" items are independent of

the aircraft and an excellent prospect for commonality among all type simulators.

"Configuration dependent" items are subject to commonality only where the same item

or configuration is used on two or more aircraft types. Partially common items can be

made common only to the degree that the some design can be used to simulate more

than one aircraft.

4.5.6 Facilities Interface

The facility has provided the following items, configured to meet the
requirements of the approved Trainer Facilities Report for all SFTS installations:

a Enclosed space with rooms designed for simulator(s), computers,

hydraulics, model boards, air compressors, maintenance, service and

training areas.

o Electric power and grounding.

o Cooling water for cooling hydraulic fluid.

o Terminal box with master circuit breaker.

o Air conditioner, heating and ducting, including some outlet

arrangements for equipment cooling.

o Facility lighting.

The SFTS designs provide for interface with the facilities electric power at

the facility terminal box and cooling water at the facility water outlet. The main

power distribution panel and emergency power off switches are provided with each
type simulator. Raised flooring for the computer room has been provided by the SFTS

contractor while that for the visual room has been provided by the facility. -.

Installation and all other equipment is provided by the SFTS contractor.

A comparison of the major facilities requirements for the AH-IS FWS (LSIG
visual) and AH-64 CMS (ATACDIG visual) is provided in Figure 4.5.6-1. Common

facility interface designs have been achieved in part for common systems such as
model boards and motion systems. However, plumbing and wiring details have been
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altered to adjust to differing building configurations. Commonality can be

- accomplished to the point of a standard SFTS facility with the increased production of
•I -simulators and the use of common systems in their design. To accomplish this, the

standard facility design would have to be invoked upon the SFTS contractor. This is

- . directly opposed to the past method of designing the facility to meet the SFTS

installation requirements.

4.5.7 Maintenance and Support
Maintenance items such as maintenance intercom equipment, maintenance

lighting and computer work table provided with the trainer are common among SFTS.

SOther maintenance and support items are recommended by the contractor on the

'-. Support Equipment List (SEL) or Spare Parts and Special Tools List (RPSTL), and

specific items may be selected by the Government from these lists or from other

sources. Standardization and the use of a common item is a major consideration in

this selection. This equipment includes such items as:

0 Assembly tester.

*. o Special maintenance tools and test equipment.

o Maintenance staging.

o Lifts and jacks.

Except for distinctive tools and test equipment for model board and DIG
system maintenance (such as a high-speed oscilloscope for the DIG I system)

maintenance tools and test equipment are generally interchangeable among different

type trainers located at Fort Rucker. Other maintenance items such as storage

cabinets are furnished by the facility.
Commonality presently being achieved in maintenance and support is

expected to be reduced somewhat with the introduction of the LSIG and ATACDIG,

each of which will have special maintenance requirements such as built-in test

features and special alignment equipment. Standardization in this area has been a

major concern, and the equipment selection process will assure the use of common

support items where applicable as the use of common assemblies among SFTS

increases. Support equipment is not in a highly mobile technological area, and changes

are not expected in the next several years.
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4.5.8 Cost Implications
Costs associated with each phase of a flight simulator's life cycle may be

- affected by commonality of hardware among all simulators within the SFTS. Each

phase - Research and Development, Investment, Operating and Support - is

sequentially and individually addressed in the following sections, together with cost

implications of hardware commonality. Within each of the three cost phases, specific

cost elements that provide opportunities for cost savings are identified and quantified

where possible. In addition, items where costs may increase are noted and the

implications of each item are included. All costs are shown in thousands of FY84

dollars.

*4.5.8.1 Research and Development (R&D)

For future acquisition of simulators, the most significant area of possible

cost reduction in the R&D phase is that of design engineering. Design engineering has

many facets, including conceptualization of systems and subsystems, actual design of

the system/subsystem(s), subsystem(s) integration and testing, component evaluation

and selection, continuous checking/testing/revising, and documentation of the results,

to name a few.

Using the motion system as an example, it is logical that adoption of a

standard design will reduce a significant part of the design engineering effort. The

need for evaluation of motion system requirements as they apply to any future

simulator would of course remain, so as to assure compliance with the specified gross

weight, acceleration velocity and excursion limits of the adopted, standard design. In

addition, the engineering effort required to interface and integrate the motion system

with the control loading, computational, and facilities subsystems will remain.

However, design of the motion system as a functioning entity is eliminated.

Specifically, the need for design engineering labor and experimental materials

normally invested in conceptualization, subsystem design, documentation, component

selection, and brassboard development are precluded. The subsystem is therefore

treated, more or less, as a build-to-print item.

Several observations can be made related to the simulator as a whole.

First, extension of the ideas of commonality in future simulator developments could

theoretically eliminate subsystem design engineering, except where subsystems must

be unique to the simulator; e.g., the student station/cockpit area. Second, design

engineering required to effect subsystem(s) integration may be reduced, but cannot be
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eliminated. Third, reduction in design engineering requirements may result in a

reduction in elapsed time required for R&D. Note, however, that simultaneous

Pdevelopment may occur among subsystems, and therefore preclude time line extension

of R&D.
With a reduction in engineering design and a possible reduction in elapsed

time in the R&D phase, several other associated but less significant elements of cost
mwill correspondingly be reduced. System/project management for both the selected

contractor and the government's in-house team will decline as the scope and length of

- effort shrinks. Segments of the technical data package will be available, requiring

only minor reformatting and reproduction. In addition, continuation of the standardi-

zation process may result in reduced contractor test and evaluation costs.

As related to future acquisition, quantification of cost reductions that may

accrue due to commonality can be addressed only in broad terms. No data is available

that provides separation of the various activities within the sphere of development

engineering. To quantify possible cost reductions, this separation is necessary, as
implied by the example of the motion system, where within the development

engineering sphere, design of the system is eliminated but design effort for interface
and integration is not. Similarly, the reduction in elements of cost associated with a

reduction in design engineering cannot be accurately projected. However, the trend of
cost reduction can be as shown in Figure 4.5.8.1 -I, based on data from the most recent

* Baseline Cost Estimate for the AH-64 CMS dated 18 November 1982*. Costs are

shown in thousands of constant FY 84 dollars.

COST REDUCTION TREND

Total Cost of Cost of Percent of
Design and Engineering Engineering
Prototype Development Development Commonality

Subsystem Mfg. Labor to Total Cost Status

a. Pilot Trainee Station $ 1,334 $ 784 59% Partial
b. Co Pilot Gunner 875 484 55 Partial

Station
c. Instructor Station 337 146 39 Candidate
d. Visual System 5,225 2,753 53 Candidate

(ATACDIG)
e. Motion System 1,006 71 7 Partially in effect
f. Hardware Integration I, 175 442 38 Candidate
g. Digital Computer 2,350 101 4 **Partially in effect

System
* Breakdown of data based on contractor provided detail within the cost proposal.

Simulators for CH-47 and AH-I use Digital Equipment model PDP-II. Simulators
for UH-60 and AH-64 use Perkin-Elmer Model 32 series.

FIGURE 4.5.8.1-1
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The cost swvings effect of commonality is already apparent. Using the .

-" motion system again as an example, recent simulators (for the AH-I, UH-60 and AH-

64) have been or will be produced using the six-degree-of-freedom 60-inch system.

Notice that the engineering development cost represents only 7% of the

total design and build prototype cost for the motion system. In addition, the digital
computer system procured by the contractor is principally an off-the-shelf standard

item, and therefore reflects a very low development engineering percentage (4%).

Other subsystems where some commonality would be expected also show development

engineering as a lower percent of total cost; viz., the instructor station and
integration of subsystems, 39% and 38% respectively. j

Additional data are not available in sufficient detail to extend the analysis

to a fully serviceable conclusion. However, within PM TRADE, a cost data collection
system is currently in place to retrieve data from future proposals and contracts for

simulators, sufficient in detail to permit similar analysis. The conclusion that can be

drawn is general in nature: Commonality will reduce development engineering costs in
the R&D phase of future simulator acquisitions. The reduction may approach 50% for

some elements of cost as shown by the difference between student stations and motion
system (59% or 55% - 7% = 50%) in the data. Or, the reduction may approximate a

lesser amount (20%), as results from the difference between student stations and
instructor stations (59% or 55% - 39% = 20%).ExtendingtheAH-64CMSdevelopment
and prototype example to the total estimated costs for the project:

FY 84 $K

a. Subtotal Development Engineering Costs (items a + b + d) $4,021
Cost Savings at 50% = $2,010

b. Subtotal Development Engineering Costs (items a + b + d) $ 4,021

Cost Savings at 20% $ 804

c. Total R&D Phase Cost Estimate - $46,153
(contractor only; i.e., excludes in-house)

4 Savings of $2,010 (item a) represents 4.4% ol total R&D. 6".

d. Total R&D Phase Cost Estimate - $46,153
Savings at of $804 (item b) represents 1.7% of total R&D.

4-24
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A word of caution concerning acquisition strategy and long term effects of

commonality is worth repeating at this point. The process of specifying a particular

H component or subsystem in order to bring about commonality has the effect of

reducing competition. A reduction in competition may, in turn, fail to encourage

system or design improvements, or may limit the number of potential suppliers. The

net result is risk of technology stagnation, or risk of cost increase.

4.5.8.2 Investment

The investment phase of the life cycle provides one significant opportunity

S:. for cost savings: Initial spares and repair parts. Other less significant elements of

cost that may benefit from commonality include non-recurring tooling, recurring

production, system test and evaluation, and data.

With respect to initial spares, a logistics system is in operation that has the
capability to quantify the extent of common parts among the various devices. The

base data is compiled and is furnished by Singer-Link. All simulators produced to date

have been fabricated by that supplier. The Aviation Systems Command (AVSCOM), St.

. .- Louis, evaluates the base data to determine initial spares requirements both for

components/spares that are new to the spares inventory, and for components/spares

U common to one or more existing Army simulators and already in the inventory. The

assessment of spares requirements includes failure rate analysis for determination of

S-"proper stock levels and a comparison of parts numbers against the listing of national

stock numbers (NSN). The spares are procured by Singer-Link under the annual
m maintenance contract which provides not only the means for such activity, but a

centralized purchasing function as well. Replenishment spares for all operating

simulators are routinely purchased and distributed by this organization. More detail of

the organization and functions of the maintenance responsibilities are provided in

- section 4.5.8.3 below.
Based on the current methods of spares requirements determination and

centralized procurement, it may be concluded that some cost benefits accruing due to

'-'. reduction of initial spares are already being realized. It can further be concluded that

the rate of savings in initial spares cost is roughly proportional to the ratio of

hardware commonality. As an example, if the cost of the device being produced

utilizes common hardware whose cost represents 10% of the total value of the

production cost element, then it can be reasonably expected that reduction in cost of
initial spares should approximate 10%. However, adding simulators (to the SFTS
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inventory) that contain hardware common to existing simulators will increase the "'

minimum/maximum inventory levels of certain spares due simply to the quantity

fielded. This will result in a slightly less than 1:1 reduction in initial spares cost. The

relationship is illustrated in Figure 4.5.8.2-1. Historically, initial spares have been

estimated to cost 10-I 7% of recurring production cost, as shown by the data in Figure

4.5.8.2-1. Applying the rationale discussed above, cost savings for initial spares at

10% commonality may be expected to approximate the values listed in Figure 4.5.8.2-

I. Costs are shown in thousands of constant FY 84 dollars.

Since the factor of 10% added commonality is arbitrary and since the data

shown are estimated, it cannot be concluded that $115 savings on each simulator can

be realized with each 10% increase of common hardware. However, the trend of

proportionality between the percent of common hardware and the percent of reduction

in initial spares should result.

Standardization of hardware will also have an impact on future production

quantity acquisitions in related non-hardware areas. For example, non-recurring

production tooling requirements may decrease at a rate similar to the standardization

ratio. System test and evaluation tests may also decrease if whole subsystems are

standardized. The cost of data in the production phase is a less apparent area of cost

savings. Certain technical manuals, handbooks, field manuals, etc., for standardized

subsystems may require only minor modifications in order to prepare them for

publication and distribution.

Recurring production costs may also be reduced due to a learning curve =V

effect. However, cost savings are probably more effected by continuity or breaks in

production than by commonality of hardware. In addition, should a supplier other than

Singer-Link be selected for future production contract awards, the entire simulator

would represent "nonstandard, noncommon" hardware to that selected manufacturer.

In any event, the costs related to learning will probably not be significantly or .

measureably affected by the existence of common hardware.

4.5.8.3 Operating and Support (O&S)
The final phase of the life cycle, O&S, represents the period during which

the most significant savings can be realized from commonality of hardware. The

potential for savings is magnified by the fact that operations generally extend over a

20 year period.
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Operating costs result from many variables: Number of instructors, hours

of operation, power requirements, spare requirements, reliability of equipment,

maturity of the aircraft being simulated, site of the simulator, and maintenance

requirements (during operation and off-hours preventive maintenance). Maintenance

costs include two principal elements, labor and replenishment spares. The main-

tenance of all Army simulators is 100% contractor support.

:. A review of estimated operating costs reveals that contractor maintenance

represents the largest share of total operating costs. Costs are shown in thousands of

FY 84 constant dollars.

* .'. OPERATING COST FOR SIMULATOR PER YEAR

SYSTEM
ELEMENT OF COST C-I-47 AI-I UFI-60 AFI-64

I. . I. Contractor Maintenance* $ 518 $1,041 $ 644 $1,091

2. Instructor Pay & Allowances 96 127 115 184

3. Electrical Power (Device & Bldg.) 154 232 131 220

4. All Other Operating Costs** 260 154 84 296

" . TOTAL $1,028 $1,554 $ 974 $1,791

* Includes contractor maintenance labor and replenishment spares and materials.

.- ** Includes costs for modifications, facilities maintenance, and the indirect costs

related to instructor personnel (medical support, quarters maintenance and

utilities, replacement, etc.).

With respect to the labor related component of maintenance, one contrac-
tor currently provides this service to all Army SFTS devices. The major portion of this

effort is located at Fort Rucker where the largest concentration of devices is found.

Organization of this function is shown in Figure 4.5.8.3-1.
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Staffing is as follows:

NUMBER

VISUAL* NON-VISUAL*
SUBSYSTEM SUBSYSTEM OFF-SITE*

GROUP TOTAL DEVICES DEVICES DEVICES

Technical Support 21 10 8 3
Logistics Worldwide 17 8 6 3
Maintenance 83 38 31
Contract Management 2 I I - -

TOTAL 123 57 46 _0

* Split according to maintenance personnel ratio of visual/non-visual simulo. ..s.

** Includes only maintenance operation supervisor for 14 sites. Other technical
maintenance operators at each of the 14 other sites are not included.

The following discussion addresses the maintenance contract personnel that
support the simulators with visual subsystems. Cost savings that accrue in the
technical support and logistics worldwide areas due to commonality may be generally
comparable to the reduction in types of components and parts. For example,
procurement actions for small quantities of parts are as costly as those for large
quantities. A reduction in the number of different spare line items will therefore
result in reduced procurement actions. This phenomonon is important when
consideration is given to the planned, future expansion of the SFTS, and may serve to

prevent growth in labor costs of the logistics function.
The number of maintenance personnel may be reduced by elimination of

skill categories. For example, with the replacement of model board technology by
some other technology, the unique skill of model board painters could be eliminated.

Similarly, existence of common hardware may permit reduction in technical
maintenance areas. Maintenance operators will become more efficient in repair or
replacement tasks, if the variety of equipment is reduced. Using the model board
painting operation as an example (there are currently three artists), the Government
may expect to save 1.8 million ($30 thousand per person per year) over 20 years
operation with deletion of that skill requirement.
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-: "Other normal elements of cost in the O&S phase offer no significant

savings potential. The elements include the instructors' pay and allowances, military

operated depot facilities (non-existent), electrical power consumption, modifications,

facilities maintenance, and consumables (other than replenishment spares). The cost
• -i of these elements are driven by factors other than common hardware.

• 4.6 SOFTWARE

Software commonality is a function of a number of factors. These factors

. can be categorized as current/anticipated DoD and service component software

"" policies, similarity of future SFTS software requirements (i.e., considering the existing

or "in process" trainer, standard software methodologies and practices, standard

Programming Support Environments (PSE) and standard High Order Language (HOL)).

Other factors to consider would be the procedures and facilities for the main+enance
and configuration control of standard modules across systems (e.g., a standard module

library and control capability).

' . More that 685 modules (see Appendix E) of software have already been

• ." identified for the AH-64 CMS. The design effort is still continuing, and the modules

reported to date do not include any of the software related to the visual system. In

W . any case, if 100 lines of source code are assumed per module, it can be expected that

the AH-64 CMS will end up with well over 100,000 lines of source code. (Informal

estimates by the developer place this number as high as 300,000.)

The CH-47C FS has 146,000 lines of assembly language code in the

-production version. The AH-I FS prototype has 178,000 lines of assembly language

code. The number of source lines for the UH-60 FS are not available, but an estimate

of 70,000 lines of FORTRAN and assembly language code is probably conservative.

These four simulators alone generate an inventory of almost 500,000 lines of code for

the World Wide Software Support Center to maintain. Edmund Daley (I) has indicated

that a full time programmer can maintain about 10,000 lines of real-time software.

Using Daley's figure, it would require about 50 programmers along with testers, people

performing configuration management, etc., to support these four devices throughout

their life cycle.

(I) Daley, Edmund B.; MANAGEMENT OF SOFTWARE DEVELOMENT, IEEE
Transactions on Software Engineering, May 1977, page 232.

43
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FORTRAN generally replaces assembly la,-,,uage at a ratio of I line of
FORTRAN for 4-6 lines of assembly language. Thus, conversion to FORTAN alone
would reduce the inventory to be maintaneo lo about 235,000 lines of code. If, in
addition, 50% of the code in each system is common to all systems, then the inventory
is further reduced to about 170,000 lines. Such an inventory would require 17
programmers for a net savings of 33 man years per year. If a man year costs the
government $50,000 (including all overhead) then the annual savings would be --

$1,650,000 and, over 20 years, $33,000,000.
Another approach to obtaining a rough estimate of the potential savings

that could result from common SFTS software is based on the fact that DoD .

experience shows that 70% of the life cycle costs associated with software occur post
deployment. In addition, DoD experience shows that the development cost per line of

cole ranges from $50 per line to over $350 per line. If the low figure is used, then the
estimated 500,000 lines of unique code will cost 2.333* X 50 X 500,000 = $58,325,000
for post deployment support. If the quantity of unique code is reduced to 175,000
lines, then the associated post deployment support costs would be reduced to
$20,413,750 -- a savings of almost $38,000,000 over the life cycle.

All of the figures used above are subject to individual challenge. None of

them are advanced as firm data. They do, however, serve to illustrate that software
commonality can offer significant cost savings over the life of the SFTS. When such
savings are coupled with the savings that could be obtained in future acquisitions as
well, then the reasons for pursuing software commonality become self evident.

The principal considerations relating to the standarization of software .

within the SFTS are as follows:

a. What software is currently present?

b. What commonality exists or can be made to exist?

c. What is the maintainability of the potentially common software?

d. What is the transportability of the potentially common software?

e. What impact will emerging DoD standards such as Ada have on SFTS

software?

The following paragraphs address these considerations and present the
team's conclusions with regard to software standardization.

(70% post deployment) 30 % pre-deployment = 2.333 factor.
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4.6.1 ExistinQ SFTS Software
I Based on data collected from Singer-Link and from the World Wide
" Software Support Center at Fort Rucker, Figure 4.6.1-I has been constructed to

:-.. present the current status of SFTS software.

-CURRENT STATUS OF SFTS SOFTWARE

DEVICE PROTOTYPE RFT COMPUTER LANGUAGE STATUS

2B24 March 71 Honeywell Assembly Production complete
UH-I 516,517 Upgrade in planning

2B31 January 77 DEC Assembly Production ongoing
CH-47 PDP 11 /45

2B33 December 78 DEC Assembly Production ongoing
AH- I PDP II/ 55

2B38 April 80 PERKIN-ELMER Assembly Production pending?
UH-60 8/32, 3250 & FORTRAN

2B40 -- PERKIN-ELMER FORTRAN In development
AH-64 3250 wAPU & Assembly

* FIGURE 4.6.1-I

As shown by Figure 4.6.1-I, the early flight simulators were developed

using assembly language on Honeywell and DEC machines. With the 2B38, the move to
FORTRAN was begun and the computer was shifted to Perkin-Elmer. In the 2B40,
which is now being designed, the use of FORTRAN is being extended and the Perkin-
Elmer computers are being continued. In addition, under the production contract now
being negotiated for the 2B38, considerable engineering effort is being contemplated
for the software to bring it in line with the requirements of MIL-STD-1644A (TD).
That same standard has been imposed on significant portions of the software being
developed for the AH-64 CMS.
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4.6.2 Current Commonality

Assembly language is a lower order programming language. That is, it

works directly with the instruction set architecture of a particular computer. For this

reason, assembly language programs are physically different for different computers

even if the functions performed are identical. FORTRAN is a higher order language
(HOL) which uses a compiler to translate its instructions to those of a given machine.

However, because FORTRAN was developed early in the evolution of computers, it is

not identical for all machines. For this reason, two functionally identical programs

written in FORTRAN for two different machines will not necessarily be the same.

Of the software delivered to date for the SFTS, only one system (i.e., UH-

60 FS) is programmed in FORTRAN. The others are programmed in assembly language

for different machines. For that reason, the software that exists today for each

individual system is totally unique for that particular system even though many of the

functions performed are identical or nearly identical across all systems.

In addition, because FORTRAN offers many variant ways of programming

any particular function, there is no reason to believe that the FORTRAN code to be

delivered to the AH-64 CMS (2840), will be identical to that for the 21338 except

where it proved expeditious and convenient for the developer to make it so.

The bottom line is that physical commonality does not exist for SFTS

software today. Analysis of the software at the functional level indicates that strong

functional similarity does exist. A listing of the 2B40 non-visual software modules was

examined with the help of World Wide Software Support Center personnel to estimate mew

the functional commonality that does exist. The results of the comparison are at

Appendix E. The comparison shows that functional similarity exists across better than

. 65% of the known 2B40 modules. Wherever such similarity has been identified, a

strong potential for establishment of physically common software exists.

4.6.3 SoftwareIV abilit

Software )ility can be defined as the ease with which problems

can be diagnosed ana r modifications can be installed and validated within

a given program.

A program that scores low in "maintainability" is one in which it is more

feasible to throw the code away and start over from scratch rather than attempt to

modify it or correct it. One that scores high in maintainability is one that can be
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easily modified or corrected with little or no question about the resulting effects of
IJJ the change,

MIL-STD-1644A(TD), Trainer System Software Engineering Requirements,

has been established by the Naval Training Equipment Center as a standard to achieve

' maintainability features in software. The requirements of MIL-STD-1644A(TD) have

been partially imposed on the AH-64 CMS software. A move is currently underway to

bring the UH-60 FS software to the same standard.

The degree to which either of these actions will succeed remains to be

evaluated, however, it is a highly desirable direction in which to be moving. It is a

conclusion of this study, that the potential advantages of such "maintainability"

requirements as are contained in MIL-STD-1644A (TD) are so significant that software
- .- that does not meet such requirements should not be considered for standardization

without first being brought into conformance with such requirements.

4.6.4 Software Transportability

Transportability, as applied to software, is the capability of a software

package to be moved from or: computer to another. Transportability is a highly

desireable attribute for software, particularly because computer hardware technology

is moving very rapidly. FORTRAN achieves a higher level of transportability than
" - assembly language, however, FORTRAN is still so tied to a particular machine that

some conversion process is almost always needed when changing computers. The next

generation of higher order languages, such as Ada, are intended to provide an

increased degree of machine independence such that transportability will be greatly

enhanced. Some adjustments will be needed to accomodate new performance
capabilities to new hardware, however, most software modules coded in Ada will not

require recoding to move to a new computer.

4.6.5 Common Data

Real time software performs simulation by updating items of data that

describe the object of the simulation. These data items are used by other parts of the

software to perform calculations, to drive displays, to control the motion system, to

provide instrument readings, etc. The rate at which data items are updated can vary

from once a second to 60 times per second. In a flight simulator such variables or data
items represent all the instantaneous data about the aircraft such as control settings,

stick positions, acceleration vectors, velocity vectors, etc. In fact, in a flight
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simulator, the set of variables that describe the simulation's dynamic status will be

numbered in the thousands. In addition, the entire fixed environment in which the "
simulated aircraft is operating must also be described. In a computer visual system,

each tree, each building, each road, each target, each river, each hill must be

represented by a set of data items that serve to describe it in sufficient detail to allow

not only its visual representation, but also its interaction with the simulated aircraft
01

to be accomplished.
Data management is a major task, both during development and post

deployment. However, because the various flight simulators have been developed on
different computers at different times, no real alignment of the data from one trainer
to another exists. If the software is to be common across trainers, then the data will

also have to be common across trainers. While differences in vehicles being simulated
and differences in design of the simulators will prevent a total common set of data
items, a significant number should be susceptible to normalization. In addition, clear
documentation of the differences in data among trainers will be a major aid in
increasing productivity in the software support facility.

4.6.6 Effect of Ada* and Other Dod Actions
The DoD and service component directives and guidelines which govern the

management and use of computer resources have been constantly under revision in .

recent years. DoD Directive 5000.29, "Management of Computer Resources in Major
Defense Systems" is being revised. DoD MIL-STD-480, Configuration Control -

Engineering Changes, Deviations and Waivers, 483 Configuration Management
Practices for Systems, Equipments, Munitions and Computer Programs, and 1679
Weapon System Software Development will be affected by a new draft DoD MIL-STD-
SDS, Defense System Software Development (Draft). This in turn will affect MIL-
STD-1644A(TD). This standard, which is the primary requirements document for
trainer system software development, is also in the process of revision (draft MIL-
STD-1644B). DoDInstruction 5000.31, "Interim List of DoD Approved High Order

Programming Languages" has been superceded by a draft DoD Directive 3405.1. The -
AR 70-XX on procedures for acquisition of mission critical computer resources is still
to be published, although several drafts have been circulated. This constant state of

*Ada is a registered trade mark of the Department of Defense Weapon System

Software Development (Ada Joint Programs Office) OUSDRE (R&AT).
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- - "change is indicative of the turmoil still underway in specifying standards and

guidelines for the acquisition of computer resources, in general, and software, in
particular.

One program that is causing many of the above policy changes is the DoD
S.. Ada Program. The provisions of the interim DoD policy on computer programming

languages will have a major effect on the SFTS . This policy was issued by Dr.
- DeLauer, Under Secretary of Defense for Research and Engineering, on 10 June 1983.

Its essence is as follows:
"The Ada programming language shall become the single,

" " common, computer programming language for Defense mission-

* critical applications. Effective January I, 1984 for new

programs entering Advanced Development and July I, 1984

entering Full-Scale Engineering Development, Ado shall be the
programming language. Only compilers which have been
validated by the Ada Joint Program Office shall be used for
software to be delivered to or maintained by the government."

The Ado policy has several facets with regard to the SFTS. First, this
policy is not retroactive. Those trainers which are in operation or in production or for
which a computer programming language commitment has been made will not be
required to change to Ada. Thus, the trainers for the UH-IH, CH-47, AH-IS, UH-60
and AH-64 should not be affected. However, future trainer programs such as those for

- the OH-58D, LHX and SATT will fall under the purview of this policy. Also, if there
were any major modifications to the software for existing trainers which would entail
a significant conversion or redesign effort, then the provisions of this policy may

- apply.
Apart from this policy and the mechanics of its implementation, there are

- .-- several key questions. They are: "Will Ada significantly improve the capability to
develop SFTS software? If so, will it aid in the achievement of a viable software

commonality for SFTS?" Put in another way the question might be: "If there were no
policy that requires the use of Ada, would it be the best choice anyway?" Specific
factors to consider about the acceptability of Ada are: Applicability to SFTS
software, standardization status, availability/maturity, capability of integration with

existing software and portability.

.P.. Ada was designed for realtime, embedded systems such as those in the
SFTS. It was built for realtime control and parallel processing. It should obviate using

* "" any assembly language and consequently improve software portability. Its use leads to
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the development of reliable and maintainable software. It is intended for large

software systems that can be easily modified.

Actual use of Ada has been very limited. Only three translators have been
validated to date (see Figure 4.6.6-1). However, as the availability of compilers and

Minimum Ada Programming Support Environments (MAPSE's) have increased (see
Figure 4.6.6-2), as more personnel become trained, as more requirements for the use

of Ada surface, user experience and feedback on Ada will increase. Ada technical

organizations such as Ada Technical Committee and users groups such as Ada JOVIAL
User's Group (JUG) aid in this regard. Ada is being used in the commercial world.
Intellimac, Inc. has built and is marketing several business applications programs done
in Ada. Ada is appearing as a requirement in DoD RFP's now.

Any transition to Ada should be based on a reasonable strategy. Any

projects that either were required to use Ada or desired to use Ada now could use it as
a Program Design Language (PDL). As the project progressed and it became apparent
that appropriate compilers were available, Ada could be used as the implementation
language. At the same time the use of an Ada Programming Support Environment
(APSE) could be phased in. Initially, an appropriate Minimum APSE could be used and
other tools could be phased in when they were available (given that they were needed).
For the SFTS it would appear that the development schedules for the OH-58D, LHX

and SATT are such that Ada should be mature as an implementation language.

4.6.7 Software Conclusions

The following conclusions are drawn based on the data and discussion
presented above:

a. Significant functional similarity has been identified within the current and
forthcoming SFTS software offering an opportunity for arriving at common software.

b. Potential savings on the order of $30,000,000 could be realized over a
twenty year period if maximum software commonality is obtained.

c. Software that is to be considered for standardization must meet standards
of maintainability, reliability and tranportability.

d. Although software being developed for AH-64 CMS or for the production
UH-60 FS may meet the conditions for standardization, none of the software now in
the Government inventory. should be considered for standardization without 6
modifications to bring it into conformance with standards.

4-38

i:?:iI
" "e" "• " ', ° •o % '• , ". %,% "o...........................-..............•........"..."........."......... ..... ...



LaL

44-3



- -4

2 02

u U

ww 0 w
44 .6

Az

4-4



. . . . . . . - . . . . .U - °V. . . . u o - . * l

e. Commonality will not be achieved without a specific program to plan for

and acquire common software. .01

f. The potential benefits of Ada and the successful qualification of compilers

for Ado indicate that use of the Ada language should play a major role in any SFTS

common software initiative.

g. A move to obtain common software witin the SFTS is in allignment with "

DoD policy concerned with the reduction of post deployment software supports costs.

h. A significant element of commonality is the data used in the simulation.

To achieve software commonality, data commonality must also be addressed.
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5.0 RECOMMENDATIONS
p! I Recommendations resulting from the study are grouped in paragraphs

corresponding to the major divisions of the study.

5.1 RECOMMENDATIONS CONCERNING VISUAL TECHNOLOGY

- APPLICATION
It is recommended that the Army standardize the Computer Generated

Imagery technical approach currently under development in the Visual System

Component Development Program for visual system applications within the SFTS. At
the earliest opportunity that does not impose unacceptable delay on Ready-For-

" -Training dates, acquisition of visual systems should be shifted to VSCDP level CGI

technology. Current CGI technology cannot support the emerging training

requirements for devices such as the AH-64 CMS. Camera Model Boards are both

cumbersome to maintain, and are not able to provide sufficient interaction (weapon

. "effects, target motion, line of site determination, etc.) without expensive computer

modeling of the same level required for CGI. Therefore, the emerging performance

requirements for Combat Mission Simulators has exceeded the capabilities of

U foreseeable model board technology.
While it is recommended that the Army standardize the VSCDP technology,

* . it is not anticipated that a particular piece of hardware will, in fact, become standard

for all simulators. It is recommended therefore, that early action be taken to develop
-modular capabilities that will allow VSCDP level equipment to be tailored to

particular simulator requirements. For example, the display requirements for a
cockpit where two students sit side by side are not the same as for a single student

cockpit. Visionics simulation requirements will continue to change. In addition, the
• .- rate of change in electronics technology that has so drastically impacted computer
. performance and cost will also affect CGI technology. Therefore, plans for VSCDP

utilization must allow for continued maturation of hardware configuration.

The results of this study show that replacement of existing, otherwise
satis.,ictory simulator visual systems with VSC must be justified on the basis of new _

requirements as the data available for this study does not indicate cost savings when

VSC is substituted to meet currently stated requirements.

hi5-

................ .... ,,,...... .,



0AUg-4

5.2 RECOMMENDATIONS CONCERNING SYSTEM COMMONALITY

5.2.1 Instructional Features Commonality Recommendations

It is recommended that a program be initiated that will lead to an eventual

standardized set of instructional features. A program of structured training

effectiveness/human engineering evaluation of instructional features and the controls

that implement them is necessary. In recognition of the evolutionary nature in their

design in the SFTS, the program should begin with evolution of the new and modified

features that are being implemented on the AH-64 CMS. Although it is recognized

that time on the simulators is difficult to obtain, the team considers it vital that an

evaluation be performed on the simulators as part of the program to develop

standardized instructional features.

This set of instructional features should then serve as a library of standard

capabilities from which new SFTS components would draw on to satisfy user identified

training requirements. Such action will aid the developer by reducing risk and cost in
new developments, it will aid the maintainer by reducing the unique software he is

required to maintain, and it will help the user by providing well known and documented

training capabilities for specification of future requirements.

-" 5.2.2 Hardware Commonality Recommendations

The following recommendations are made with respect to hardware

standardization and commonality. It is recommended that:

a. Action be taken to standardize the present motion base hardware. A high

degree of commonality now exists within the SFTS. That commonality should !e

maintained and extended. The steps to be taken include the assembly of a Technical

Data Package that adequately describes the motion system such that actions can be

taken to second source the system. Policy needs to be stated such that future

procurements for the SFTS will use the standard system unless waivers cre granted

based on reasons not seen at this time.

b. Computational systems not be subject to standardization actions.

Computer technology is moving too rapidly at this time to allow selection )f any one
model or even any one vendor as a standard that can be considered viable for the next

several years. The disadvantages of not standardizing computer hardware will be

-" somewhat offset by the emergence of Ado which will provide a greatly improved
• .>.- capability to move software between different computers.
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c. Visual system standardization be approached as recommended in 5.1 above.

U d. A program for standardization of instructor station components be •:

initiated. The program should be closely coordinated with the program for

- instructional features standardization recommended in 5.2.1 above. Modularity must

be emphasized, such that the tailoring required to suit each aircraft being simulated

-can be readily accomplished. Because of the high mobility in current display S
technology, standardization of display elements should be at the form and function

level, so that new commercial display equipment can be utilized when it is

advantageous to do so. As standards emerge, they should be the basis of future SFTS

acquisitions and should be considered during any retrofit of existing SFTS simulators.

* e. Further study be made of candidates for standardization at the component

level within the student station. The student station by its very nature must conform

to the aircraft being simulated and is not, therefore, a candidate for standardization

at the subsystem level. The study indicated that some such component level

standardization is possible, such as motion system warning light and deactivation,

cockpit air conditioning, single or dual seat shaker as applicable, problem contro panel

and indicator, amplifiers and speakers, safety items, control loading and aural cue

generation. IDetafled examination of such actions was bt-vond the scope of this study.

therefore, firm conclusions are not warranted.

f. Efforts be continued to assure that standard tools and test equipment be

utilized in support of the SFTS to the maximum extent possible. Acquisition of such

support ite'ns should be approached on a support facility basis, i.e., tools and test

eQuiD'rent should be purchased against the total SFTS maintenance requirement, not

on a sianulator by simulator basis.

is
5.2.3 Software Commonality Recommendations

The following recommendations are made with respect to software

commonality within the SFTS. It is recommended that:

n. A statement of policy be generated and issued by PM TRADE endorsing the S

use of Ada on all future flight simulators and simulator upgrades, and indicating that

the SFTS is to be managed as a system rather than on the component trainer level.

The policy statement should further state that SFTS software/data commonality is a

*. high priority goal for all future SFTS acquisition actions. t
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b. Immediate steps be taken to determine what degree of commonality can be

required between the AH-64 CMS and the UH-60 FS within the scope of current

contract activities.

c. Action be taken to develop an SFTS Data Element Dictionary. The -.

dictionary should be automated using the tools available at the World Wide Software

Support Center with enhancements as necessary. (This includes those support tools to

be delivered with the 2B40 and 2B38.) Enhancements should include all features

needed to make the dictionary capable of supporting Ada.

d. Planning action begin to develop a plan for integrating all members of the

SFTS into an Ada based common software environment. This plan should be developed

not only to improve the cost of maintaining the SFTS, but also to improve the

acquisition process for new or upgraded simulators by providing validated software

components for a significant portion of the development requirement.

-.

--I
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APPENDIX A

SISYNTHETIC FLIGHT TRAINING SYSTEM (SFTS) DESCRIPTION

1.0 BACKGROUND

The conventional method of performing helicopter flight and combat

training by an instructor pilot in an actual aircraft is costly in terms of student and

instructor time on the flight line and in flying hours and ammunition costs. These

costs increased significantly in the mid and late 1960's when the Army expanded its

. helicopter fleet and the number of new rotarary wing aviators graduated each year

increased tenfold. At the same time, there was an enlightened recognition of the

requirements for better training in emergency procedures and instrument training to

" -" avoid accidents and accomplish aviation missions more effectively. The huge increase

in the cost of aviation training which accompanied this period of expansion,

emphasized the need for an economical synthetic flight trainer which would reduce the

requirement for use of operational helicopters for flight training.

To fulfill this need, the Army approved a Qualitative Materiel Requirement

(QMR) for development of a Synthetic Flight Training System (SFTS) in 1967. (This

requirement document was retitled Training Device Requirement (TDR) Number 0027

in 1975; and was last revised 6 August 1981.)

The SFTS is a family of training devices used to teach flight and other

-. "performance skills in utility, cargo, and attack helicopter operation. The first of the

- family is the UH-IH Huey Helicopter Flight Simulator, Device 2124, developed in the

* - early 1970's with delivery of 22 simulators (each containing four simulated student

stations for a total of 88 stations) during the years 1971 to 1978. These trainers are

- now in use at various sites in CONUS, Europe and Korea. Each student station is

mounted on a five-degree-of-freedom motion platform. The digital computer and two-

position instructor station complete the system. There is no visual system with this

early model SFTS. Training is provided in those skills not requiring an out-the-window

*. or other visual view, such as: Instrument flight training, navigation, operation with

malfunctions and under other emergency conditions and communications.

TDR NIumber 0027, as revised, established requirements for the following

" SFTS which are in various stages of development, production and operation:

CH-47 CHINOOK Helicopter Flight Simulator, Device 2931

AH-IS COBRA Helicopter Flight and Weapons Simulator, Device 2B33

UH-60 BLACK HAWK Helicopter Flight Simulator, Device 2B38

A-I
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AH-64 APACHE Helicopter Combat Mission Simulator, Device 2B40.

Expected future requirements include SFTS for the LHX Helicopter in both

the SCAT (Scout and Attack) and UTILITY versions. The LHX program is presently

undergoing concept formulation with production planned to start in the early I 990s. In

addition, the requirement for the SATT (Scout Attack Team Trainer) requiring
interacting scout and attack helicopter cockpit student stations is being considered.

2.0 SFTS DESCRIPTIONS

Each type SFTS consists of the following major assemblies:

a. One or more simulated cockpit trainee stations.

b. One or more instructor/operator stations.

c. One or more motion systems, each with six-degree-of-freedom (pitch, roll,

yaw, and vertical, lateral and longitudinal displacement -except for the UH-IH FS

motion system which does not provide longitudinal displacement).

d. Digital computer system.

e. Visual system, except for the UH-IH FS.

Cockpit Trainee Station

The cockpit trainee stations accurately represent the pilot and copilot

stations of the actual aircraft. All control and indicator functions required for

training are simulated.

Instructor Stations

The instructor stations are located to the rear of the trainee stations, and

hoth stations are located on the same motion system platform. The flight instructor is

positioned to obtain an unobstructed view of the trainee and visual displays while

having easy access to instructor station controls, indicators and displays.
Motion System

The motion system provides computer controlled acceleration cues

experienced in normal and emergency flight maneuvers. Platform motion is

programmed to impart most motion cues which crews will experience in an actual

aircraft, reinforcing the readings of simulated instruments and the motion being -g
perceived from viewing the visual displays.
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DiQital Computer System

1 The digital computer is programmed to simulate the actual helicopter, 0

receiving inputs from trainee operation of flight and other controls and directing

appropriate responses from the motion system, control loading, aircraft instruments,

visual system and aural cues. Malfunctions and emergency conditions are introduced

during demonstrations and training flights to teach emergency procedures and to

provide practice without danger to personnel or damage to equipment.

The computer aids in training program control by relieving the instructor

of tedious, repetitive tasks and allowing him to more effectively aid trainee learning.

The program also allows selected parameters of trainee and simulated aircraft

performance to be automatically recorded and evaluated against a specified standard.

Computer controlled demonstrations are provided to teach trainees proper control and

operating techniques. Automated training features assure that each trainee receives

standardized instructions.

Visual System

One or more visual presentations (out-the-window scenes and visionics

displays) are provided for each trainee station. Details and capabilities of visual

systems are provided for each type SFTS in paragraph 3.2 in the main body of the

report.

2.1 SFTS Program Descriptions

2.1.1 CH-47C CHINOOK Flight Simulator

The CH-47C Flight Simulator is designed to provide training in normal

operating and emergency procedures. The prototype model and production models

consist of a trainee station, with positions for pilot and copilot trainees, that is an

authentic replica of the aircraft. Included behind the cockpit is an instructor station

and an observer station. The instructor station design and arrangement was based

upon human engineering analysis of instructor's duties and the requirement for an

effective instructor-trainee interface. The cockpit is mounted upon a six-degree-of-

freedom motion system to provide roll, pitch, yaw, vertical, lateral, and longitudinal

motion cues. A high resolution visual system consisting of a 1500:1 scale three

dimensional terrain model 56 feet long by 24 feet high and a roving television camera

that is synchronized with cockpit control inputs provides a display to each trainee that

is viewed through the front windows. Each trainee has an additional display at the

A-3
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chin window location consisting of computer generated symbology which provides

relative altitude and motion indications when maneuvering near the ground at

designated landing sites. The entire trainer is simulated by a DEC PDP 11/45

computer complex.

The trainer was determined acceptable for Army use during the DEVA IPR

31 May-I June 1978 and, with the addition of a side window presentation, extension of

the chin window coverage, and a sophisticated probe protection system, was

recommended for type classification standard. These recommended changes were

made on the production units, but not on the prototype.

The CH-47D CHINOOK Flight Simulator will simulate the Army Serial

Number 81-23385 CH-47D Aircraft. The initial hardware and software baseline for

the CH-47D FS is established by the CH-47C Flight Simulator production model. The

major modifications required to the CH-47C FS production model include the

simulation of the T55-L-712 Turboshaft engine, fiberglass rotor blade, cargo hooks,

advanced flight control system, navigational and communication systems, aircraft

systems, and survivability avionics equipment, the modified cockpit configuration, and

the substitutions of a Computer Generated Image generator (CGI) visual system and a

new technology digital voice system, a record/playback instructional audio system.

The CH-47D Flight Simulator will provide cockpit preflight and starting

procedures, training in aircraft control, visual takeoff and landing procedures

(including landing in confined areas), and pinnacle and load operations (excluding slope

operations). In addition, the CH-47D FS performance envelope will extend from nap-

of-the-earth (NOE) capability to the service ceiling of the aircratt.

2.1.2 AH-IS COBRA Flight and Weapons Simulator

The AH-IS Flight and Weapons Simulator is designed to provide training in

normal operating procedures, emergency procedures and gunnery techniques including

delivery of the TOW missile. The trainer consists of two cockpits representing the

pilot and gunner stations respectively, with each mounted on its own six-degree-of- -

freedom motion system with the entire complex controlled by a PDP 11/55 computer -

system. Each cockpit is an authentic replica of the actual aircraft from the trainee

station forward. An instructor station and observer seat are installed aft of the

trainee stations. The instructor station design and arrangement is based upon human

engineering analysis of the training situation and the requirements for an effective

trainee/instructor interface.
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The trainer includes a visual system that provides day and night visual cues

5 to the trainees as well as weapons' effects. This high resolution visual system employs

a closed circuit laser camera/television system with a three-dimensional terrain

* -model. Two identical 64 feet long by 24 feet high models represent a part of the Fort
Rucker training area approximately II by 4 nautical miles in area. A laser probe,

synchronized with cockpit maneuvers, generates the visual presentation which is seen

. by the trainee and instructor through the front window. The pilot station also includes

a side window to enlarge the field of view available to the pilot when required for

. -. certain maneuvers, such as autorotations. The two identical model boards provide the

option of flying separate training missions for the pilot and the gunners simultaneously

..' or the two cockpits can be linked together electronically and provide a team training

"-" capability.

L 2.1.3 UH-60 BLACK HAWK Flight Simulator

The production UH-60 BLACK HAWK Flight Simulator consists of a single

*. cockpit mounted on a six-degree-of-freedom motion system which is computer

controlled. The cockpit is an exact replica of the UH-60A aircraft from the trainee

station forward. The visual presentation is provided by a Digital Image Generation

(DIG) four window, three channel, full day-night visual system.

The UH-60 FS is designed to provide training in normal operating

procedures, emergency procedures and continuation training. Continuation training is

*primarily oriented toward training and maintaining tactical flight skills. To simulate a

tactical combat environment the DIG visual system provides for ground muzzle flashes

and tracer effects, a ground to air missile signature, and moveable enemy tanks. The
. simulator is also capable of flight at a four foot wheel height over the entire gaming

area, training in confined areas, pinnacle operations, sling loads and formation flight.

2.1.4 AH-64 APACHE Combat Mission Simulator

The prototype AH-64 Combat Mission Simulator will be designed to provide

a training capability for flight and weapon delivery, normal and emergency procedures,
and sensor system operation tasks required in the operational design basis helicopter.
The simulator will consist of pilot and copilot/gunner trainee modules, instructor

modules, motion subsystems, visual subsystems, and a computer complex. The pilot
S00. and copilot/gunner trainee modules will be replicas of the actual aircraft cockpits and

each will be mounted on a six-degree-of-freedom motion base. The visual subsystemi
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will provide a current state-of-the-art out-the-window scene and sensor imagery to

each of the appropriate crewmember video displays. Simulated imagery includes

forward looking infrared (FLIR), day television (DTV), and direct view optics (DVO).

Pilot displays consist of the integrated helmet and display sight system helmet display .'.

unit (IHADSS HDU) and a panel mounted video display unit (VDU). Gunner displays

include the IHADSS HDU, a target acquisition and designation sight heads down display

(TADS HDD) and a TADS heads out display (HOD). The simulator will be operated

through the computer complex which will fulfill subsystem interface requirements.

The training functions will be controlled from the instructor's station located behind

each trainee module. The pilot and copilot/gunner will have the capability to train

individually or may train as a team performing an integrated combat mission. The

acquisition strategy provides for the integration of an advanced wide angle, high detail

visual system being developed under a separate procurement for the production units.

The advanced visual system will be developed in the Visual System Component

Development Program (VSCDP) and will be retrofitted into the prototype CMS during

the production phase.

2.1.5 Future Helicopter and Flight Simulator Development ,

a. LHX SCAT and LHX UTILITY Helicopter

The U.S. Army's Advanced Light Multipurpose Helicopter (LHX) program is

presently in the concept formulation phase. Plans are for the LHX to be developed in

both the SCAT (Scout and Attack) and UTILITY versions with the LHX UTILITY -,

following the LHX SCAT development. The LHX eventually will replace the Bell UH-

Is, OH-58s and AH-Is, and the Hughes OH-6s.

Two SFTS models are planned for the LHX, a Combat Mission Simulator

(CMS) for the SCAT version and a flight simulator (FS) for the UTILITY version. The

former will require a visual system which provides sensor simulation, visionic displays,

targets, weapon effects and other special effects as well as out-the-window views

comparable to the AH-64 CMS described in paragraph 2.1.4, above, while the latter

will require out-the-window views necessary to support flight training. The SCAT

version may have either a single pilot or a pilot and one other crewman or an initial

pilot plus crewman version may be changed to a pilot only version through a

Preplanned Product Improvement (P31) program. In either case a single visual system

is planned. A single multichannel visual system is being considered for the two-man
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crew version with visual channels shared by pilot and crewman positions mounted on a

* single motion platform.

b. Scout Attack Team Trainer (SATT)

A requirement is being formulated for a SATT that can be used to team

train and task load the OH-58D, AH-l and AH-64 helicopter crew members. Concept

m formulation has not been completed for the SATT and a best technical approach

remains to be selected. Visual system requirements for the SATT, if any, have not

been identified. Other requirements, quantities and ready for training dates have not

been announced.

-j 
,
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" " APPENDIX 8

VISUAL SYSTEM COMPONENT DISPLAY PROGRAM (VSCDP)

PROGRAM DESCRIPTION

1.0 BACKGROUND
. This program was established to accelerate the integration and system

demonstration of next generation visual simulation technology to support simulated
helicopter nap-of-the-earth (NOE) flight over large gaming areas and at the same time
to provide visual and nonvisual spectral scenes, special effects multiple viewpoints,
view directions, magnifications and fields of view. The VSCDP is being conducted
concurrently with the development of the AH-64 APACHE Helicopter Combat Mission
Simulator (CMS), Device 2B40, which is described in Naval Training Equipment Center
Specification 222-1162B. Upon successful demonstration, the Visual System

Component (VSC) reflecting next generation visual simulation technology developed
under this program will be produced to replace the interim Computer Generated
Imagery (CGI) visual system of the AH-64 CMS as a Preplanned Product Improvement

i (p3!).

The Army has stated that visual simulation technology (including the

interim AH-64 CMS CGI) is unable to provide presentation of out-the-window scenes
over wide effective fields of view with scene detail adequate for simulated NOE
helicopter flight. Current model board systems provide imagery of sufficient detail to

support NOE tactical flight maneuver training. However, they are limited to narrow
effective instantaneous fields of view, single viewpoints and view directions per

°-: modelboard, single spectrum responses, and the lack of special effects such as moving
targets and weapons effects. Current CGI systems can provide large gaming areas

represented in more than one spectral region, special effects, multiple viewpoints and
multiple magnifications, but have limited processing capability. Current CGI

limitations in data base development and image processing capability and the resulting
lack of foreground scene detail do not provide the desired fidelity in the simulation of

NOE helicopter flight and training in NOE helicopter tactical flight maneuvers.
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"*" 2.0 PROGRAM DESCRIPTION

The VSC is being developed to meet the CMS visual requirements at

reasonable cost and with acceptable risk using advanced visual simulation technology,
including:

o Automated data base generation and modification.

o Projected OTW displays with low resolution, wide angle background - I

(BG) and high resolution area of interest (AOI) FOVs positioned from

head and eye tracker data.

o Computer Based Imagery (CBI).

The VSCDP was separated into two phases. Phase I studies completed in

1982 by three contractors working independently, consisted of analysis of helicopter

flight and combat mission training requirements, descriptions of demonstrated visual

simulation capabilities, affordability, and a concept design and analysis of a particular
approach to meet the full visual simulation requirements of the AH-64 CMS and other

synthetic flight training systems. Contracts were awarded to two of the four Phase I
contractors to proceed with the Phase II VSCDP:

o Honeywell Training and Control Systems Operations.

o General Electric Simulation and Controls Systems Department.

Other experienced visual simulation developers and manufacturers have

expressed their intentions to develop systems to meet the VSC requirements and to
demonstrate these systems to the Government during the VSCDP Phase II effort.

These include the following:

o Evans and Sutherland.

o Grumman.

o Singer Link.

o Hughes.

o Vought.

c. The VSCDP Phase I contracts were awarded early in 1983 and provided for

the following:

B-2
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system will interface with the AH64 Helicopter CMS, Device 2B40; interface

requirements will be specified, and Producibility Engineering and Planning (PEP) will
be initiated in Phase II. Requirements for PEP are to be added to the Phase II

contract, and requirements for development of interface design specifications for

interface of the VSCDP visual system with SFTS must follow the Phase II VSCDP and

the SFTS contracts. SFTS facility requirements must be reviewed for their

i applicability to the VSCDP visual system and modification undertaken early in the
Phase II VSCDP where indicated.

The production VSCDP visual system will have an assortment of capabilities, all

of which will not apply to a specific SFTS. Thus, in any production procurement the
VSCDP visual system will not be ordered as a unit. Instead, visual system capabilities

in areas such as the following will be selected for a particular application:

o Interface and integration

o Number, type and details of visual channels

o Data base(s) requirements

o Visual gaming area and special landing area requirements

o Special requirements (true I R simulation, laser ranging)

o Number, type and motion of ground targets and friendly vehicles

o Number, type and motion of aircraft targets and friendly aircraft

o Weapons effects (trajectories, tracers, guidance, explosions, hit

effects)

0 Special conditions

o Visual system utilization and operating modes (multi-crew position

SFTS)

o Multiple viewpoints

o Multiple spectral regions

B-7
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4.0 ATTACHMENTS TO APPENDIX B

Attachment I is information supplied by General Electric which describes

their proposed visual system.

Attachment 2 is information supplied by Honeywell which describes

features of their proposed visual system.
Attachment 3 is information which describes the projection system to be

used to demonstrate Honeywell's VSCDP image generation system.

B-8

PA

£; I

*1

"- 1

.4

I B-8

* ~..



rrr-r -- r-- -- r W r'.-- -

~o .

, / Advanced Visual
* / Technology

System (AVTS) ,*.

The Advanced Visual Technology System successfully meets a
- combined U.S. Air Force and Army requirement for combat train-

ing research. It will provide an ideal visual environment for the
evaluation of low-altitude, fixed-wing tactics and helicopter, nap-
of-the-earth missions.

From the outset, the AVTS has been designated by the Air Force
Human Resources Laboratory (AFHRL) to provide effective visual
simulation of the low-altitude, fixed-wing environment, as well as to
provide capability for air-to-air combat and conventional airfield opera-
tions. Emerging U.S. Army requirements for combat helicopter train-
ing have led the Project Manager for Training Devices (PM-TRADE) to
augment AFHRL resources, through the Visual System Component
Development Program (VSCDP), to strengthen the AVTS effort. The
obiective is to direct AVTS development in such a way that it will satisfy
both Air Force and Army requirements for low-level visual training.
This combined mission synergy places the AVTS program at the
forefront of visual simulation technology.

Using an image generator design that produces cell-textured scenes
of photographic quality, the AVTS design concept obtains even greater
fidelity by applying an innovative display approach in which the
greatest scene detail is concentrated in those areas currently being
observed by crew members. This area-of-interest display system
features unique blending and brightness enhancement functionsn,
which overcome the major problems associated with area-of-interest
display design. In keeping with its additional role as a developmen-
tal vehicle, the AVTS image generator is designed to drive any type
of display system.

This application of advanced image generation and display
technologies not only meets known requirements for fixed-wing and "
helicopter operations, it also provides AFHRL and PM-TRADE with
a vital decision-support capability. The AVTS will be the key in-
vestigative tool in the AFHRL mission of technology development.
Its application will enable a thorough and systematic evaluation of
the full potential of Computer Image Generation (CIG) technology set
against the measurement of real training needs.

ATTACHMENT1 
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ADVANCED VISUAL TECHNOLOGY
SYSTEM - CAPABILITIES

SCENE CONTENT With the advent of cell texture technology it is possible to portray
photographic image quality combined with the flexibility of real-time computer image genera-
tion. In this type of system, traditional measures of scene content may be applied but they
do not adequately describe scene realism. Applying such terminology, 4000 faces (polygons
and circles) and 4,000 point features can be processed simultaneously by the AVTS at
60 Hz update rate, for a single viewpoint. The system may also be configured for dual view-
point applications.

Each face in the environment can be designated to be covered with either a cell texture or
conventional texture pattern. Cell texture patterns will portray photographic image quality
without consuming feature resources. Both forms of texture maintain the perspective ac-
curacy and image quality of the underlying face, regardless of orientation.

OCCULTING A unique algorithm developed for AVTS provides the capability for low-level
flight through rolling terrain with large numbers of fixed and moving models.

DYNAMIC FEATURES Up to 128 features in the scene, which are capable of movement, can
be provided. These features include moving models, articulated parts of moving models,
projectiles, smoke, flak, flares, and weapon effects.

STATIC FEATURES Trees, rocks and shrubs may be scattered or grouped as required on every
terrain face in the environment for an unprecedented density of ground clutter or 3-D texture.

VERSATILITY The architecture employed improves image quality and enables the AVTS im-
age generator to provide output that is compatible with all known and future types of displays.

IMAGE DISPLAY SYSTEM The AVTS provides a powerful image display system in addition
to the image generation system described above. This system provides an area-of-interest
display that is directed by an Eye/Head Tracker and projected on a spherical dome projec-
tion screen. Unique design features provide blending and brightness enhancement capability
to overcome the major problems hitherto inherent in area-of-interest design. The Image
Generator provides a predistorted image to the projectors that results in an undistorted im-
age at the dome viewpoint.

VISUAL DATA BASE A Data Base Generation system is included ,; t he AVTS that will allow
semiautomatic preparation of visual data bases derived from Defense Mapping Agency in-
formation, with any degree of augmentation required for specific areas. . -
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operatocs before assignment and to maintain
A hybrid system, O SI, is being developed proficiency. This simulation and training is

which will merge the attributes of video disc more difficult and important because: the
technology and Computer Generated Imagery information content of imaging sensors is high,
((WI). Initial non-real time feasibility has the data is now novel to the observer, and the
been demonstrated and reported on. Detailed operator workload is very high. Testing and
design of a limited real-time system is being training with the actual equipment in the real
conducted. The basic design is modular with a environment is valuable. However, high
parallel pipeline architecture. This real-time equipment cost, high maintenance cost,
design is the topic of this paper. availability of fuel, risk factors, and lack of

suitable conflict scenarios reduces test and
Intrduciontraining efficiency. T1he great challenge of

simulation today is the simulation of high
Requirements and Applications fidelity multiband imagery sensor correlated

• .,.-with the out-the-window simulated visual scene.
The rapid development and increased use of

sophisticated imaging sensors in conjunction Hybrid system concepts such as Computer
with the real world visual scene have expanded Generated Synthesized Imagery (CGSI) offer
the capabilities of most military systems. near-term solution for simulating sophisticated
Figure I illustrates the comlexity of the sensors and correlated visual-sensor imagery.
simulation problems for: a) the Navy's F/A-18 Because of the high potential payoff from the
cockpit, and b) a scene taken from the window real-tine ioplementation of COSI,
of an Army helicopter flying nap of the earth NAVTRAEQUIP(E, with support from PM TRADE,
(•E). The new capabilities require funded Honeywell's Systems and Research Center
simulations to evaluate and verify system in 1981 to provide a non-real tine
operations before production, to train the demonstration of XGSI for a NDE flight and a

preliminary design for real-time implementation

- .. - ..

°o4. .

(a) Reprinted from Naval Aviation News, (b) Helicopter NDE flight, view out the window.
Nov. 1982

Fig. 1 Simulation Complexities

*A*rinted, with permilslon, from AIAA Flight Simulation TechnOlogY Conference Paper No. 83-1101
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1,1of .. 2 In addition to displaying the lack of fidelity and detail; the objects
individual objects in a scm , the systm is appear cartoonish.
capable of displaying groups of objects,
imagery as sm from various sensors and adding Compiter Synthesized Imagery (CSI) uses
special effects. high fidelity photographs of real scenes. The

objects in the scenes are not represented
The system design is modular with a individually; nor is the scene modeled by

parallel pipeline architecture to allow one to elevation profiles. Usually the scene is held
configure a system with as many object static, while single objects, like aircraft or
generators or pipelines as necessary to provide tanks, move within the scene. he
adequate scene detail, high-fidelity CSI scenes are limited to the

viewpoint of the camera. That is, one cannot
Although the initial non real-time drive through a scene unless a series of

feasibility has been demonstrated, additional through-the-scene photographs is used.
work is necessary and being pursued to provide
a real-time capability (i.e., a minimum update Cmputer Generated Synthesized Imagery
rate of 30 Hz). This work is currently funded (03SI) combines the best features of bothby NAVTREQIPE and PH TRAE with some technologies: (CGI and CSI. A scene is.

support from the Air Force Human Resource constructed by placing individual high-fidelity
Iaboratory. Detail design of a limited system CSI objects on a specified CGI surface. A COSI
is being conducted with completion in April scene is constructed much like a WGI scene.
1983. Fabrication of a single pipeline will be The surface elevations and object locations are
completed in August 1983. CflSI pipeline laid out on a uniform grid. The individual
processors will be interfaced to objects used in the scene are transformed for
NAVIRAEiIPCEN's Visual Technology Research perspective and size. This includes size,
Simulator (VTRS) facility in 1984 for position, rotation, warp, and intensity
evaluating CWSI concepts and for deronstrating transformations on the image. The surface may
simulation of coordinated multisensor displays be a 03I texture or a series of CSI surface
(visual and FLIR). inserts. The WGSI scene may be constructed

with imagery from any portion of the
The MSI system is a candidate for a spectrun-visual, infrared, millimeter, or

competitive flyoff for next generation visual radar frequencies.
technology for the AH-64 simulator. The U.S.
Army visual requirements encompass weapons CMSI System Overview
effects and delivery, wide field of view
displays to support nap-of-the-earth flight, Figure 2 is a functional overview of a
multiple viewpoints, multiple sensors and real-time OGSI sytem.
multiple magnifications through a telescoping
system. These requirements are felt to be one o Data Base Construction. The data base
of the most demanding in the simulation consists of two very different types of
industry today. The Honeywell OGSI system data: the object library and the gaming
could provide a capability to meet these area. The object library contains images
requirements. The MSI system has potential of objects and surfaces, and transmissivity
application for providing air-to-ground masks of special effects from one to many
capability in the Navy's F/A-18 Hornet bands of the spectrum. This allows the
fighter/attack aircraft simulators and for simulation of various sensors. The gaming - -

filling nap-of-the-earth training requirements area data base provides the information
on the CH-53 D/E and CH-46 helicopter necesary for placing the contents of the
simulators. One of the extremely attractive object library, objects, surfaces, and
features of this approach is the potential for special effects on a grid or gaming area.
utilizing OGSI to retrofit existing MI system The objects in the library may be either
and enhance the scene content. The Air Force's stationary or capable of movement.
interest in this development results from the
need for high fidelity simulation for 0 Vehicle Simulation Computations. The
air-to-ground attack missions, vehicle simulation computations, based upon

the vehicle math model and control inputs,
adetermines the locations and viewing

direction of the visual or sensor system
The strength of Computer Generated Imagery for the primary vehicle.

(WGI) is its ability to generate surface
representations. A real or artificial surface o Sstems Interface. The I/O of the vehicle --
can be measured to get elevations at specified simulation system and I/O of the CX3SI
points, usually at intersections of a uniform system must interface in an efficient
grid. The scene can be constructed in a manner.
computer by connecting the sample elevations
and placement of objects (trees, rocks, shrubs,
houses, roads, etc.). The weakness of WGI is
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of a Fig. 2. SI Functional Overview. ist

o Field of View FO and Coordinate channel pipelines process one object,
Transform .tations (OSSE). The FUV surface or special effect per channel. All

(processor determines the presence of the processing channels operate in an
0 objects, surfaces, and special effects in identical sinner: large obect, sall

othe sene nder onstruction. The output object, surface or special effect. That
of a transfornation matrix (V) converts the is, the object, surface, special effect

- . .'- real-world coordinates to screen processing char eds change a stored image
coordinates. (normal perspective) to scene conritions

(screen coordinates) by changing image,
object/Surface/Special Effects position, size, rotation and warp. Image

- .. The ontrollers fan out and intensity is modified based upon range and
fprocess the ontrol functions generated object type.

0 during the V computation. The processed
control functions are passed to the o Scene Construction. The scene construction
oject/surface/special effects processing module takes the individual image frm each
channelS, processing channel, separates the image
II from the background, and assembles the
o CiectoSurface/Special Effects Library. scene based un range. he high frequency
The library stores the images used to edges generated by assembling a scene fr o

-.' .. *onstruct a sene. The controllers command individual images are sothed matching
- *2 the selected images which are passed to the edge and internal frequencies.

Fg processing channels.
ooeia e . Special effects are added

oACTT ect/SurfacH/Secial Effects Processing after the generation of the scene ased
Ch nne.ls. The individual processing upon range.

*......... .....

-. - . -

." Fig. 3 OSSE Processing Channels, Scene_
Construction, Special Effects
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msi al~-Ti Functional Overview an object at a great distance is more
saturated, bluer and darker than the same

The pceding sections presented a (fSI object at a very short range. Toma modifiers
introductory overview. This section exanines change just part of any object by using
the detailed functions available in (OlSI multiplier modifiers in a real time basis.
simulations. Figure 3 is an expansion of the
OSSE Processing (hannels, Scene Construction 0 Dynamic Area of Interest Scaling. This
and Special Effects shown in Figure 2. The changes each pixel by a slightly different
remaining parts of Figure 2, not shown in value to obtain a slope or gradient. As an
Figure 3, either provide control functions or example, an object may be modified to
data storage functions which do not modify the represent the sun shining on the side of a
image. It is the intent of this design to tree as shown in Figure 4.
allow the system to prodce any type of
imagery; i.e., visual, IR, MW, SAR, radar,
etc.

OSSE Processing Channels BRIGHT SIDE
DARK SIDE

The OSSE processing channels prepare each
object, surface or special effect (OSSE) for
insertion in the scene as the scene is
constructed on a pixel-by-pixel basis. Systes
under consideration contain from four to more

- - than one hundred OSSE channels. Some systems -J
may require all of the capabilities reviewed

- and others may require only a selected number. - BRIGHT

A/D Conversion. A high speed A/D module - DARK

converts the analog video imagery to digital INTENSITY GRADIENTdata. The module operates near 10 MHz and

provides 8-bit, or 256 gray-shade, output.

B . The frame buffer is used to
store images that are not changing. This
includes well 2D objects, surfaces and special DAR S BRIGHT EDGE
effects. The warping process may compress data
if the image is rotated beyond 50 or 60
degrees. By using a high speed memory design
with access in Doth the X and Y axis, one image
may be rotated a full 360 degrees.

Frame Buffer Sitch. The frame buffer
switch allows the imagery to be held in the
frame ouffer for repeated use of 2D objects,
surfaces and special effects. After an OSSE is
stored in the frame buffer, the optical disc ,NTNST CRADIENT

may supply LTagery to other channels. For
dynamic 3D obtects, the frame buffer switch
allows the imagery to be taken directly from Fig. 4 Intensity Gradient.
tne optical disc without any delays. The frame
ouffer switcn is controlled by the OSSE Y Axis Processig. The algorithm for
controller, distorting an object operates in two passes as

shown in Figure 5. Before explaining the Y
Intensi y Modifier. The intensity axis functions, an overview of the warping

modifiers modify the intensity of a scene in function is presented. The warpinq algorithm
ooth global and local manners. Global changes contained in the pipeline operates in two
use a look up table (LUT) and provide the passes; first the Y axis and then the X axis.
following: Figure 6 shows the warp function components.

The field microprocessor determines the offset
o General OCiect Scaling. This changes (starting location), the magnification change

the slope of the gray scale. The change of line length) of the first line in each axis
may be linear or non linear, and selects the field menory buffers. The line

microprocessor determines the delta A) offset
o General Ct~ect Offset. This raises or and delta (A) magnification of eacn line.

lowers the general intensity of the
object. As an example, these changes
may be associated with ranges. That is,
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OUTPUT

LINEAR PERSPECTIVE

Fig. 7 Runway Applications.

Fig. 5 Warp Processing. 0 Linear. The pixels in the image in the Y
axis are scaled in a linear manner by using
an offset and magnification. The offset is
a constant for the entire frame and the
magnification is constant for each line.
This approach makes a long runway curve up
at both ends. See Figure 7a.

0 .- . 9 ive. The pixels are scaled in a
nonlinear manner. Each offset and
magnification is different due to the
nonlinear range variable. This tpproach
keeps the internal detail of a flat surface
in correct perspective. The runway does
not curl up at the ends. See Figure 7b.

"II 0 Curve A hemisphere may be distorted to
ILI apar flat (a common technique used in map

n.... **..o~.o.making). By using nonlinear offsets and
magnification, the distorted flat surface
may be restored to sphere from any dsired
view angle. The tank turret shown in
Figure 8 is an excellent example.

-CI

Fig. 6 Warp Function. A 0

The field microprocessor operates in a 16
* millisecond cycle and the line microprocessor

in a 63 microsecond cycle. The pixel
. . processors operate on the pixel streams in a

100 nanosecond cycle or 10 MU{z.

During the first pass of the Y axis, each

line in the raw may be distorted in one or more
of the following manners (Figure 7):

Fig. 8 Tank Turret.
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o Lana Correction. Lens and spherical In addition, for potential aplications
projection surfaces may require distortion where perspective distortions in the real world
corrections. Major distortion corrections are not identical to the X and Y axis, the X
may be made at the offset level and minor axis processing could use algorithms which
corrections made at the magnification differ from the algorithms used in the Y axis.
level. This case could occur with dome projection

display systems or Synthetic Aperture Radar
o M -ufl1=QL= . Most scenes contain many (SAR) imaging systems.

small objects and only a few large
objects. To obtain maximu use of a Line Rate Converter (LRC). Various
pipeline, many small objects (4, 9, 16, 25) applications require different line ratios.
may be processed rather than one large The standard pipeline operates at 525 vioeo
object. This is achieved by changing the lines. The line rate converter changes the
offset and magnification factors each time line rate of 525 lines to 875 or 1024 lines by
a new object is encountered in a line which changing the pixel clock rate. The line rate
would require a perspective warp algorithm, converter does not add lines or pixels; it only

changes the rate at which the pixels are
Three Field Buffer. The three field buffer clocked in and out. In converting a 525 line

allows the Y axis processed image to be read system to 1024 lines, for example, only one
into two field buffers, one for odd pixels and fourth of the 1024 system is covered by a
the second for even pixels. The third field single 525 line output. The line rate
buffer allows either odd or even fields to be converter is a first-in/first-out buffer
processed in the X axis processor. This (FIFO). The implementation is basically that
configuration is shown in Figure 9. of a very high speed two-part mmory. Object

image data is written into the memory in the
512 x 512 format at a 10 MHz pixel rate. At
the same time, scene image data is read from
the memory in the 1024 x 1024 (or 875 x 875)
format at a maximum 40 MHz pixel rate.

Realistic Color. The CGSI approach has
been developed to provide monochrome; realistic
color; or true color capability. True color is
provided through the creation of three
spectrally distinct (red, green, blue) for each

(a) Conceptual Frame Buffer full color photograph. .

When a full color image is displayed, the
..TI red, green and blue object images are

I~~J independently processed and delivered to the
red, green and blue channels of the color
display system used. One can see that full
color is bought for a price: three times as
many processing channels are required relative -

to the number needed to generate a
monochromatic version (e.g., IR) of the sameLE ..... object image.

Near perfect color is achievable in a much
more economical ,anner. Most OSSEs contain

(b) Data Flow in Frame Buffer. only shades of one or two colors. Consider
green leaves and camouflaged targets. To

Fig. 9 Three-Field Buffer. obtain realistic color, each object is stored
as a black and white image. Associated with

X Axis Processin. The techniques used in each image is a red, green and blue LUT
the X axis can be identical to those used in conversion that assigns up to 256 colors to
the Y axis which includes the following gray shade levels of the image. The 256 colors
functions: that are achievable may be 256 shades of one

hue-for example, shades of green to create a
o Linear high fidelity color image of a oush-or 256
o Perspective distinct hues.
o Curved
o Lens Correction Scene Construction
o Multi-Objects

The scene construction module assembles the
individual objects Deing processed into a
single scene (or picture). Near objects -I
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oclude detal objects. Figure 10 dmmstrates Z]LStiJ.. During the processing, the
the warping and assmbling of a house in a individual object in the OSSE processor,
•ceme based upon rage. background pixels at the edge of the object,

may become mixed with the object pixels. If
the background is dark, a dark halo is formed
around the object. This artifact is easily
removed by adding a pixel around the perimeter 0
of the object during threshold processing when
the OSSE library is being constructed. It is
this extra pixel that becomes mixed with the
background during OSSE processing. In
constructing a scene, in the visual domain, the
edge control process uses the mixed pixel to
determine the amount of the adjacent object
pixel and the amount of the adjacent background
pixel used to generate a new mixed pixel. In
the IR and other sensor domains, a Gaussian
spread function is used across several of the

-- edge pixels to match heat, sensor roll off and
other edge effects.

Scene Value Control. The scene value
adjustment is used where scene-wide intensity
corrections are required. Such corrections may
be applied to compensate for day/night

lighting, haze and rain. These are typically
WA 6 & ITIO[ initial conditions, or very slowly changing

conditions.

b. Sclial Ef fect

These translucent objects (smoke, fog,
dust, shadows, haze, etc.) overlay the solid
objects. These oojects are stored as a mask
which defines the outline, shape and
transmissivity factor. The mask determines the
combining percent of object/special effects. A
second variaole controls the intensity or colorS& POSITION FINAL S of the special effect object. The warp

algorithm is used to distort the special
Fig. 10 Construction Scenes. effects and a series of frames are used to

generate the motion.
Oclig. The pipeline combiner or

function used on a "binary tree" selection The data (the mask) in the ob]ect library
algorithm forms the heart of the scene determines the percent of background objects
construction module. Video data from multiple present and the percent of special effects
sources (or pipelines) is combined on a pixel present by the following equation:
by pixel basis. Near pixels occlude more
distant pixels. The term "pipeline" is used Pixel Value (gray level) = B + T {S - B)
nere to refer to a source of video data. Each
of these sources may be expanded to include one This is shown in Figure 12. A series of
or more colors. As shown in Figure 11, the special effects are described to demonstrate
object switch element accepts (objects and the capability of the system.

-- surfaces) video data and range information from
either the OSSE controller or the previous =a1ic j_ w . A dust/smoKe mask
object switch. The object switch then outputs defining the outline and transmission factors
the selected video pipeline and the appropriate is generated by an artist oased upon picture
range of that channel. and matheatical characteristics of the

.- dust/smoke. The top and bottom must oe in thie
-same location and have the same width as shown

in Figure 13. Next a series of frames (480)
are generated. Each line is incremented one cr
more lines in the Y axis when the frames are
played Dack. This produces a continuous
circulatory loop. This is shown in Fiqure 12

Fig. 11. Oject Switch.
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Sbms. Shadows are treated as
translucent objects like dust and smoke. The
tranmnission masks for shadows are generated
from images in the object library. The
transmission mask, a shadow, is created by

BACKIND(BI setting all the pixels in an object to one gray
level. The gray level determines the
transission of the shadow. In the gaming
area, the four reference points of an object
are projected to the surface. The new points
on the surface are shadow reference points.
The shadow, transmission mask, is warped to fit
the scene based upon the shadow's reference
points, Figure 14.

OUST/SMOKE INTENSITYICOLOR (S)

Fig. 12. Dust Smoke Algorithm

Fig. 14. Sadows.

Glint and alare. Typically, glint and
glare are computed from the surface normal
data. However, in a (fSI system, unless the
objects are developed from CGI nodal data, the

....... normal data is not available. To produce glint' m ........ t, , Z "and glare, a sector mask is developed based .
upon the glint and glare bright areas produced
by different sun angles, Figure 15. The

,.f "I" osectors in the mask are gray level. That is,
when stored in the object library, sector 1 may
have a luminance value of 8, sector 2 a value
of 16, etc. The sun angle table data sets the
look up tables in the ob]ect processor. If tne
sun is in sector 2, the input value of 16 in

Fig. 13. Dynamic Smoke. the look up table sets the output glint and
glare values to a predetermined level. The

Next, the top of the dust/smoke cloud in each remaining output values in the lookup table are
frame is featured to match the dispersant of zero. The result is a bright spot in sector
the smoke in the atmosphere. The frames are 2. As the turret moves or the sun moves, the
stored in sequence on a video disc as shown in sector changes. In this procedure, dynamic
Figure 13. The warp algorithm, Figure 13, in glint and glare is based upon sun and vehicle
the special effects processor is used to: movement.

o Expand the top to simulate diffusion
o Shear the image to accommodate wind

velocity
o Size the cloud based upon range
o Position the cloud in the scene

An initial condition parameter sets the
color or intensity of the cloud. The rate at
which the dust/smoke fumes are played back
determines the rate of flow.

Fig. 15. Glint and Glare.
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The high data rates of the video data, 10 simulator (VRS) facilities in 1984 for
hZ, require. special purpose hardware where evaluating (XSI concepts and for demnostrating

the flow of imagery is involved. However, the simulation of coordinated multisensor displays
controllers of the special purpose hardware may (visual and FLIR).
be an off-the-shelf microprocessor. Figure 16usig of-te-selfcroross.
shows a possible implementation configurationusing off-the-shelf components..

:,-.F Isi ll*1
A.,~e - DAfAESEEP

if tt f tF ! ' t t tt t 

.............A . ... ET% I ......... C°o AG :O.

Fig. 16 Possible Control Hardware
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ABSTRACT

Non-real-time feasibility was demonstrated in 1982 for a hybrid
visual/sensor simulation approach which merges two technologies, Computer
Generated Imagery (CGI) and Computer Synthesized Imagery (CSI) to form
Computer Generated Synthesized Imagery (CGSI). This approach holds promise as
a cost-effective, attainable method of providing real-time, high detail
imagery for visual and/or other sensors, such as FLIR. Because of the high
potential payoff from the development of this hybrid approach, a current
program is aimed at demonstrating feasibility of this CGSI technology in real-
time. CGSI uses a modular set of building blocks which may be configured to
meet specific training and simulation requirements. The pipeline processor is
the major element in a CGSI system. The pipelines accept control commands
from the Field of View (FOV)/Controller module and input video data containing
objects from the data base. The Pipeline Processor then outputs transformed
objects to the scene-construction module and special-effects module. To
control risks, a single pipeline is being fabricated and tested before the
remaining modules and additional pipelines are fabricated. The feasibility
demonstration of a single pipeline is scheduled for September 1983. The
results of these tests will be included in the oral presentation at the
conference, but unfortunately will not be available in time to meet the publi-
cation deadline for the written paper. A description of the test procedure is
included here.

INTRODUCTION ated Imagery Systems lack scene content to
support this type of training.Requirements

This paper addresses a new technique
Sophistication of weapons systems is being developed to increase visual and

growing at a rapid pace. This sophistica- sensor simulation system fidelity and
tion takes many forms including increased capability. Honeywell's Systems and
operational capability through use of Research Center is presently under con-
multiple sensor systems including PLIR tract to the Naval Training Equipment
(Forward Looking Infrared), Imaging RADAR, Center and the Army Project Manager for
LLLTV (Low Light Level TV) in combination Training Devices to develop this increase
with out-the-window visual. Proper task in visual system capability and fidelity.
loading is often necessary to train opera- The system under development will merge
tors and maintain skills in the use of the attributes of an optical disc technol-
sophisticated weapon systems. The argu- ogy approach, Computer Synthesized Imagery
ments against using operational assets (CSI), and Computer Generated Imagery
include cost and safety. There is, (CGI). CSI provides high quality imagery,
therefore, a need for increased fidelity but does not provide free movement within
through simulation. Current approaches in a gaming area. CGI provides the necessary
visual and sensor simulation are inade- freedom of movement, but with highly
quate for tactical training. Modelboard stylized or cartoonish imagery. This
systems lack the ability to provide multi- hybrid concept of Computer Generated Syn-
spectral imagery, weapons effects, moving thesized Imagery (CGSI) utilizes optical
targets, large gaming areas, and wide disc photographic imagery (CSI) overlayed
fields of view. Present Computer Gener- onto a CGI background. In addition to

B2-10
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displaying individual objects in a scene, The 0.8. Army requirements are for the
the system is capable of displaying groups AU-64 Apache helicopter combat mission
of objects, imagery as seen from various simulator. Visual requirements encompass
sensors (e.g., FLIR and LLLTV) and adding weapons effects and delivery, wide fitld
smoke and other special effects. Initial of view displays to support nap-of-tn,.
non-real-time feasibility of this hybrid earth flight, multiple viewpoints, multi-
system has been demonstrated (1). Addi- ple sensors and multiple magnifications
tional work is necessary and is being through a telescoping systems. The Apache
pursued to provide a real-time capability requirements are felt to be one of the

" (i.e., a minimum update field rate of 60 most demanding in the simulation industry
us). Detailed design of a limited system today. The system described here could

* was completed in April 1983 (2). CGSI provide a capability to meet these re-
uses a modulao set of building blocks quirements. The CGSI system has potential r
which may be configured to meet specific application for providing air-to-ground
training and simulation requirements. The capability in the U.S. Navy's F/A-18
pipeline processor is the major element in Hornet fighter/attack aircraft simulators
a CGSI system. The pipeline processors and for filling low level contour training
change a stored image to scene conditions requirements on the CH-53 D/E and CB-46
(screen coordinates) by changing image helicopter simulators. One of the extreme-
position, size, rotation, warp, and inten- ly attractive features of this approach is
sity. The Pipeline Processors then output the potential for utilizing CGSI to retro-
transformed objects to the scene-construc- fit existing CGI systems to increase per-
tion module, pixel by pixel, based upon formance. The Air Force's interest in
range. The pipelines will operate as this development results from the need for
single, large object processors; as multi- high fidelity simulation for air-to-ground
ple, small object processors; or as attack missions. The Air Force Human
special effects processors. Resource Laboratory (AFHRL) has provided

funding support for the CGSI feasibility
A top-level system specification for demonstration.

each subsystem has been prepared. These
specifications contained two key elements CGSI System OfvLe w
- performance and I/O requirements. After
the specifications were reviewed and The single pipeline is an integral
approved by both the Government and part of the entire CGSI system. Therefore,
Honeywell, the detailed design effort a brief functional overview of a real-time
began. Each subsystem was designed as a CGSI system will be given here in order to
unit, with individualized hardware and provide understanding of the single pipe-
software. This detailed design of the line in its proper context. Figure 1 is a
pipeline has been completed. The pipeline functional overview of a real-time CGSI
processor subsystem is the most complex system. The functional blocks are separ-
subsystem. Therefore, to control risks, a ated into an off-line non-real-time data
single channel is being fabricated and base construction module and a real-time
tested before the remaining modules and processing system. A brief description of
additional pipelines are fabricated. The each module follows.
feasibility demonstration of a single
pipeline was performed in early September The data base consists of two very
1983. different types of data - the object

library and the gaming area. The object
The CGSI system has been selected for library contains images of objects and

a co-petitive fly-off to provide next surfaces in different spectral bands, and
generation visual and sensor simulation transmissivity masks of special effects.
technology development for the U.S. Army. The gaming area data base provides the
Technology being developed under this Army information necessary for placing the
contract builds on a feasibility demon- contents of the object library in the
stration contract received from gaming area. The objects in the library
NAVTRAEQUIPCEN. This joint Navy/Army/Air may be either stationary or capable of
Force effort will first demonstrate the movement. The vehicle simulation computa-
real-time feasibility of the CGSI concept. tions determine the locations and viewing

Figure 1. CGSI Functional Overview
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direction of the visual or sensor system

for the primary vehicle. The tOV proces-
sor determines the presence of objects,
surfaces, and special effects in the scene
under constructon. The output of a
transformation matrix converts the real-
world coordinates to screen coordinates.
The controllers fan out and process the
control function& generated during the bOV
computation. The processed control func-
tions are passed to the object/surface/ . .
special effects processing channels. The .,
object, surface, special effects (OSSE)
library stores- the images used to con- -

qtruct a scene. The controllers command
the selected images which are passed to
the processing channels. The individual ,.
processing channel pipelines process one .. , ,
object, surface or special effect per
channel. All the processing channels
operate in an identical manner. The
object, surface, special effect channels Figure 2. CGSI Configuration Elements
change a stored image (normal perspective)
to scene conditions (screen coordinates) during its flow through the pipeline is
by changing image, position, size, rota- under the control of a Field of View
tion and warp. Image intensity is modi- (FOV) controller. All OSSEs are processed
fied based upon range and object type. in the same manner at the beginning. De-
The scene construction module takes the pending on the function, major changes
individual image from each processing occur in the scene construction nodules
channel, separates the image from the and special effects modules. Nontrans-
background, and assembles the scene based lucent objects and surfaces (trees, rocks, G
upon range. The high frequency edges bushes, tanks, etc.) are combined in the
generated by assembling a scene from indi- scene construction module. Realistic color
vidual images are smoothed, matching edge or true color can be applied. Realistic
and internal frequencies. The translucent color is generated via lookup tables and
special effects are added after the gener- uses one pipeline, while true color uses
ation of the scene. The special effects three pipelines, one each for red, green
module adds the special effects based upon and blue.
range. Special effects, such as smoke or S
dust, may occur ahead of or behind images A/D Conversi6n. A high speed A/D
in the scene. The intensity masks are module converts the analog video imagery
stored in the object library and processed to digital data. The module operates near
in the special effects processing channel. 8 MHz and provides 8-bit, or 256 gray

shade, output.
0E Processing Channels (Piolinga)

Frame Nfff. The frame buffer is
In this section, the functional over- controlled by the OSSE controller; it is

view, shown in Figure 1, is expanded to used to store images that are not chang-
provide a generic hardware overview for a ing. This includes distant 2D objects and
single pipeline and scene construction and all surfaces and special effects. The
special effect components (Figure 2). The warping process may compress data result-
system is modular; a small system may ing in loss of resolution in the trans-
contain only several OSSE processors and a mitted imagery if the image is rotated
large system may contain several hundred beyond 50 or 60 degrees. To limit rota-
OSSE processors. It is the intent of this tions to + 45 degrees, a high speed memory
design to allow the system to produce any design is used which can be accessed in

" type of imagery, visual, IR, MNW (Milli- both the X and Y axis. As a result, one
meter Waves), SAR (Synthetic Aperture image may be rotated a full 360 degrees
Radar), radar, etc. Current funding in- without degradation through line and
cludes simulation of visual and IR column memory access.

*' imagery.
Frame Buffef Switch. The frame buffer SI

Each object, stored group of objects, switch allows the imagery to be held in
surface or special effect is individually the frame buffer for repeated use of 2D
processed by an OSSE processor and used to objects, surfaces and special effects.
construct a scene in the scene construc- After an OSSE is stored in the frame buff- . -

tion module and special effects module. e-, the optical disc may be used to apply
Depending on the size of an OSSE image, imagery to other channels. For dynamic 3D
the OSSE processors handle from 1 to 16 objects, the frame buffer allows the
OSSEs per channel. In this section the imagery to be taken directly from the
path of an image (one full image or up to optical disc without any delays. The
16 small images) will be traced from the frame buffer switch is controlled by the
image storage media to the image display OSSE controller.
subsystem. The processing of the image

B2-12
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Intensity Madifier. The intensity Is a first-in/first-out buffer (FIFO) that
modifier modifies the intensity of a scene synchronized and positions the 525 line,
in both global and local manners. Global 10 Nil imagery to and within the 1024
changes use a LOT. As an example, these line, 40 Rag imagery.
changes may be associated with range; that
is, an object at a distance is more satur- Realisic Cor. The CGSI approach
ated and bluer than the sane object at a has been developed to provide monochromel
very short range. Local modifiers multi- realistic colorl or full, true-color capa-
ply, on a real-time basis, each image bility (See Figure 3). True color is
pixel by an WUT value. The LUTs contents provided through the creation of three
are a function of position within the spectrally distinct data bases - each
frame. The intensity modifier introduces full-color photograph is digitized and
only pixel del'ays, stored separately using optical quality

red, green and blue filters. When a full
X AzIaPJrcwapua . The algorithm for color image is displayed, the red, green

distorting an object operates in two and blue object images are independently
passes. Before explaining the Y axis processed and delivered to the red, green
functions, an overview of the warping and blue channels of the color display
function is presented. The warping algo- system used. One can see that full color
rithm contained in the pipeline operates is bought for a price: three times as
in two passess first the Y axis and then many processing channels are required
the X axis. The field microprocessor relative to the number needed to generate
determines the offset (starting location), a monochromatic version (e.g., IR) of the
the magnification (change in line length) same object image. Near-perfect color is
of the first line in each axis and selects achievable in a much more economical man-
the field memory buffers. The line micro- nor. Most OSSEs contain only shades of
processor determines the delta offset and one or two colorsi i.e., consider green
delta magnification of each line. The leaves, brown branches, blue water, camou-
field microprocessor operates in a 16 flaged targets. Look-up table manipula-
millisecond cycle and the line tion techniques permit the generation of
microprocesor in a 63 microsecond cycle, realistic (as opposed to true) object and
The pixel processors operate on the pixel surface color on the basis of mapped gray-
streams in a 100 nanosecond cycle or 10 shade imagery. The realistic color ""
MHz. During the first pass of the Y axis, approach allows the CGSI system to gener-
each line in the row may be distorted in ate terrain, vegetation and object colors
one or more of the following manners: with one-third the processing required.
Linear, perspective, curved, lens correc- To obtain realistic color, each object is
tion or multi-object (2). stored as a spectrally mapped image.

Associated with each image is a red, green
Three Field WIfAeL. The three field and blue LUT conversion that assigns up to

buffer allows the Y axis processed image 256 colors to gray shade levels of the
to be read into two field buffers, one for image. The 256 colors that are achievable
odd pixels and one for even pixels. The may be 256 shades of one nue - for
third field buffer allows either odd or example, shades of green to create a high
even fields to be processed in the X axis fidelity color image of a bush - or 256
processor. distinct hues. The process is thus pre-

cisely controllable, and provides adequate
_ AXIS Foc aging. The techniques color capability for combat mission train-

used in the X axis could be identical to ing simulations.
those used in the Y axis which includes
the following functions: Linear, Perspec- SINGLE PIPELINE TEST PROCEDURE
tive, Curved, Lens Correction, and Multi-
Objects. In addition, for potential A single CGSI pipeline design has

4 applications where perspective distortions been completed as described above. The
in the real-world are not identical in the feasibility demonstration is scheduled for
X and Y axis, the X axis processing could September 1983. A test plan has been
use algorithms which differ from the algo- developed to verify the operation of this
rithms used in the Y axis. This case single pipeline and will be described
could occur with dome projection display here. The objectives of this demonstra-
systems or Synthetic Aperture Radar (SAR) tion are to verify the speed and accuracy
imaging systems, of a single pipeline, to provide contrac- --

tor in-plant testing of a single-pipeline,
Line Rate Converter and Synchronizer. and to provide real-time warping of 2D

If the system requires other than 525 line objects and 3D objects for both the visual
video, a line rate converter changes the and IR spectral regions. Figure 4 gives a
line rate of. 525 lines to, for example, system block diagram for the single pipe-
875 or 1024 lines by changing the pixel line feasibility demonstration.
clock rate. The line rate converter does
not add lines c: pixel ; it only changes Measurements of speed will include
the rate at which the pixels are clocked both throughput lag and update rate.
in and out. In converting a 525 line Figure 5 gives the nominal design timing
system to 1024 line, for example, only 1/4 for the CGSI systems. Throughput lag
of the 1024 system is covered by a single (transport time) is defined as the time
525 line input. The line rate converter between the receipt of positional informa-
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oFigure 5. CGSI System Timing

tion from the vehicle simulation computer
to the comple tion of the picture scan.
Based on use of a specific test pattern,
the delay from receipt of positional
change information at the FOV computer to
a change in output pixel value will be
measured with a logic analyzer. Update
rate is defined as the rate at which
vehicular position may be changed. The
design target update rate is 60 Bz. The

operator will start the simu lation,
causing the object to be displayed and
move. Motion will occur because the FOV
simulator outputs coordinates to the
"pipeline = via the IEEE 488 interface at a
60 Hz rate. Delta values will be applied

at each update by the simulation prograir
to make the object move on the screen.
Proper rate of motion will be verified by
having the image processor sample frames

"- out of the pipeline. These frames will
then be analyzed off-line to verify that
the pixel(s) are in the expected loca-
tion(s) for the particular frame sample
times.

Figure 3. Color Hardware Configuration Measurements of accuracy will include
both measurements of screen location and
timing. Screen location is defined as the
absolute location of the object within the
FOV as expected from commands transmitted
to pipeline by the FOV computer. The test
object will be translated in x,y, magni-" fied, compressed, and rotated independent-

-'" -ly and in combination. The output of the
f. Z- -_] pipeline is fed back into the image pro-

cessor (See Figure 4). The image proces-
sor will enable non-realtime simulated
imagery to be compared to real time

J~TL -- pipeline imagery such that the monitor
will display the object in three colors as

Sfollows: Rpipeline modified object,
G-image processor modified object, B-back-
ground. The image processor and trackball

__ .I will be used in combination to find
.....____ ____ differences between these images. Differ-

ences will also show up obviously as
yellow on the color monitor. All differ-
ences shall involve 1 pixel or less. The

Figure 4. Single Pipeline Feasibility timing of an object relative to the hori-
SDemonstration sontal sync signal shall be controlled to
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ensure object to object alignment at the objects for both visual and IR will be
scene construction module. The operator observed. The capability to interface the
shall select an object which consists of a pipeline to a video disc player will be
single pixel located in a known time slot demonstrated. Realistic motion of objects
on a known line. An oscilloscope shall be will be assessed.
used on the pipeline output video to
measure the location of the single output SOURCE OF DIGITIZED IMAGERY E
pixel relative. to the line sync and the FOR A SINGLE PIPELINE
mater sync.

A point which may seem obvious to
. The image stability will be tested, some, but is worthy of emphasis, is that a

Image stability is defined as the constant single pipeline can process any type of
location of an 6bject from frame to frame digitized data. It is immaterial what
in time. The operator will select an region of the spectrum (visual, IR, RADAR,
object to be sent through the pipeline. MW) is represented by the imagery or what
The image processor will be used to the original source of the imagery was
periodically sample a group of three (real-world object, physical model of
frames. The image processor will be used object, non-real-time CGI).
off-line from the test with the pipeline
to measure the location of the pixel Current funding provides for simula-
matrix in each sample frame. The matrix tion of visual and FLIR using the CGSI
location shall vary by no more than +/-1 pipelines. Qualitative analysis indicates
pixel from the average (nominal) location that other imaging sensors such as SAR and
across all of the sample frames. In add- MRW could also be handled by CGSI
ition to the above quantative tests, the pipelines.
following qualitative demonstrations will
be observed. The image quality shall be Figure 6 emphasizes the fact that the
photographic quality with minimum degrada- source of the digitized imagery is var-
tion resulting from processing. The cap- iable. The CGSI pipeline can warp and
ability of warping/displaying 2D and 3D properly inset any digitized image into a

drG

I% 6

Figure 6. CGSI Composite With Different Image Sources
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scene. Figure 6 Is a COSi synthesized in clearly warranted whenever high object
composite scene which Illustrate$ three fidelity or high data base fleuibility isalternatives. It shows a real helicopter required, although other instances of

image which has been properly inserted favorable application exist.
into the mid-ground of a forest scene.
It is obvious that in the real-world, it This CGSI development is unique for a
will not always be possible to photograph research effort. Critical considerations
target objects at close range from various are being designed into the system from
aspect angles. one alternative is illus- the ground up. These include reliability,
trated in the foreground. A model tank has maintainability, integrated logistics
been constructed, photographed, digitized support as well as development, produc-
and properly inserted into this same tion, and support cost issues. CGSI is
scene. In addition, computers are capable being designed as a system that works and
of generating highly detailed, realist c will continue to work in a cost effective
objects in non-real-time. This non-real- manner in an actual training environment.
time CGI (computer generated imagery) This is an extremely ambitious under-
could provide input to the CGSI pipelines taking. However, if these critical con-
as illustrated in the sky. The fixed wing siderations are not designed into the
aircraft is a non-real-time CGI image. In system initially, extensive redesign would
some cases, non-real-time CGI may provide be necessary in order to provide a capa-
a viable alternative for feeding a CGSI bility for answering real training prob-
pipeline, lems in the field.

The critical point to emphasize here System Analysis. Based upon the
is that the single CGSI pipeline has been identified training mission requirements,
designed to be a highly flexible, modular CGSI systems configuration development
buil'ing block for providing high fidelity becomes an iterative sequence of refine-
visual and sensor simulation to meet a ments/trade-offs involving the various
wide range of training simulation CGSI building blocks previously described.
requirements. The elements to be considered in addition

to the training mission requirements are
MULTIPLE PIPELINE CONFIGURATIONS considerations of reliability, maintain-

ability, integrated logistics support as
As the CGSI concept moves into physi- well as development, production and

cal realization in a real-time demonstra- support cost issues. Table 1 gives a
tion, its application to real-time train- listing of CGSI system building blocks and
ing visual and sensor systems become prac- the configuration rules for developing a
tical and advantageous. Such application large CGSI system. A

Table 1. Configuring a CGSI System from Building Blocks

0 SELECT DATA SOURCE 1) VIDEO DISK
2) WRITE-ONCE VIDEO DISK
3) MAGNETIC STORAGE
4) GRAPHICS

0 SELECT PROCESSOR 1) OSSE
2) OSEE/W/TRUE PERSPECTIVE
3) GRAPHICS
4) CGI

0 MAKE 525 OR HIGHER RESOLUTION 1) 10 MHZ, OR
DECISION. 2) 40 MHZ FOLLOW-ON CARDS (ADD

LINE RATE CONVERTER)

SMAKE B/W, TRUE VS REALISTIC (ADD COLOR LOCK-UP TABLE (LUT))
COLOR DECISION

a IS ITERATIVE SCENE DEVELOPMENT (ADD ITERATIVE RANGE AND IMAGE
REQUIRED? MEMORIES)

0 IS CHP'IL IR, VISUAL B/W, OR 1) IR SMOOTHING, VISUAL SMOOTHING
VISUAL '.OR?

0 SELECT NUMBER OF SPECIAL
EFFECTS CHANNELS.

0 CONFIGURE TIMING CONTROL,
FIRMWARE, AND SOFTWARE TO
MATCH.

B2-16
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These trade-offs take two forms 1) every new application will require unique
balancing training effectiveness versus responses.
cost, and 2) trading off technically
limiting parameters to achieve optimum JiAt ,Cycle SupaLr. A key element of
system performance. Tbe training offec- any trainer application is the life cycle
tiveness trades are primarily related to support requirements of the system. This
number of 083 channels required. When normally includes maintenance and spare
the training mission analysis has defined issues. Increasingly, especially for
the characteristics and count of the ob- software intensive applications, this has
jects to be presented, an obvious but meant the enhancement or redirection of a
simplistic approach to configuration would trainer for new training requirements
be to provide a channel per object. This, related to new tactics, new equipment %
however, would produce an excessively (Avionics, Visionic Weapons Systems), and
large and costly system when alternatives new personnel qualifications. Nistorical-
exist with either no or minimal training ly, visual systems have had etensive data -
impact. The number of 08E channels re- base maintenance costs and infrequent but
quired can be traded off against. 1) Off- extensive hardware/software upgrades.
line development of composite scene views CGSI promises significant improvements in
(clusters), 2) On-line ite*rative composite all of these areas: 1) Maintenance - On-
scene construction, 3) Area of Interest line BITE, and extensive isolation are
(AOI) displays, multiple resolution dis- included. 2) Spares - Few card types
plays, 4) Realistic versus true color, minimize replacement cost as well as
(True color channels can be mixed with lowering stores inventory. 3) New Train-
realistic channels if required for selec- ing Requirements - Common building blocks

- ted critical objects), 5) Training Cue permit multiple use of CGSI systems and
Fidelity (This trade area is the most
subjective but provides the most opportun-
ity for ingenuity of approach), 6) Avail-

.- ability (For very large visual systems,
system reliability becomes a training .

issue because of significant failure rates
and/or extended repair times). Numerous I

" alternative implementations and trades
exist beyond these six in configuring a

- CGSI system. Trade alternatives exist in
- the purely technical realm also. An ex-

ample is transport delay/update time.
While the nominal transport delay of an
OSSE process is related to a 512 X 512

• 'image area, smaller image definition (say
256 X 256) will yield shorter trans-
port delays by reducing the field process-

* ing time.

As an example, a CGSI configuration
for a small visual system could provide
potential applications for periscope
training or hand-held missile or gunnery
applications. Figure 7 shows a non-real-
time CGSI scene of a view thru a periscope
which could te provided in real-time by a
small CGSI configuration. Figure 8 de-
picts a CGSI configuration capable of
providing this image. Figure 9 shows a
non-real-time CGSZ scene of a AR-64 flying
among the trees which could be provided in
real-time by a large, robust CGSI config- Figure 7. CGSI Simulated Periscope
uration. Figure 10 depicts a CGSI con- Image
figuration capable of providing this
imagery level with all sensors supported
for team training.-.

DmAjjn. The system analysis trades . ._
result in specific design requirements;

related to configuration. In assembling ....'
the required configuration from the CGSI
building blocks, the modularity and con- ____-_

figurability of the CGSI components to-
gether with standardized inter-card and
inter-channel interface minimize new de- -,

sign. Correlated hardware, software and
firmware components also ease the config-
uration process. Despite this modularity, FS

Mgure 8. Small CGSI Configuration.
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Figure 9. CGSI AH-64 Simulated Image

incremental expansion to higher fidelity
simulation. 4) Data Base Maintenance -'Rapid specific area simulations throuqh

Defense Mapping Agency (DMA) data and
straight forward data definition. Rapid

- ....... $. target compliment updates are accomplished
7"."" through actual imagery equipment for re-

: ":L,. placement applications or the addition
of similar like components for new
applications.

IAPIabi it . Beyond the new visual
• trainer application, CGSI is adaptable to

', a wide range of trainer and simulator
T. applications. 1) Stimulators - Stiinule-

**, tion of operational equipment or equipmer t
,.,,, under evaluation is made possible by

insertion of high fidelity video stream
data to trackers. 2) Part Task Trainers
A modular approach provides limited simu-

Figure 10. Large CGSI Configuration lation applications for limited training
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goals. 3) Team tactics trainers - Systems in 1968 and her S.A. in Physics from
providing coordination training involving *artwick College in 1965. Her 15 years of

multiple vehicles and/or ground personnel professional experience have been in gov-
are easily configured. 4) Existing CGI ernment and academia. Her 6 years at

avisual retrofit - Typical CGI systems of Naval Training Equipment Center includes
today exhibit inadequate target fidelity work on the 360 degree laser scan display
and very limited background fidelity or a system, the helmet mounted display system,
serious compromise of both. CGSI can be and the annular projection system. Her
used to supplement such systems requiring current assignments include: Principal
higher fidelity. Investigator on the Multi-Spectral Image

Simulation Project and Simulation of
Advanced Sensors Project.

CONCLUSION Mr. Brian Goldiez obtained a B.S. in
CGSI is a viable approach to visual Aerospace Engineering from the University

and/or sensor simulation in multiple of Kansas and an M.S. in Engineering Math
applications ranging from the very small and Computer Systems from the University
to the extremely large. It is clearly of Central Florida. His ten years profes-
warranted when high object fidelity and/or sional experience has been with the gov-
high data base flexibility is required. ernment and industry. His current respon-
It can readily support multiple sensors in sibilities at the U.S. Army Project Man-
integrated operation including special ager for Training Devices include respon-
effects from multiple viewpoints. it is sibility for software development policy
capable of providing specific area simula- and visual system technology development.
tions with full freedom of motion for both Mr. Goldiez is Project Director for the
own ship friendly vehicle and hostile Visual System Component Development
targets, and supports Trackers and program.
Weapons, with high Gaming area flexibility
and large environment variations. The Mr. Carl P. Graf has degrees in Psy-
next critical milestone in this CGSI de- chology, Math, and Engineering. His 20
velopment is the demonstration of a lim- years of experience at Honeywell in the
ited multiple pipeline configuration (4 man-machine interface area include:
pipelines) integrated with all of the Apollo and LBM manual controllers, eye
mod.les outlined in the block diagram in tracking, eye switching, passive and
Figure 1. This demonstration is scheduled active camouflage, maintenance trainers,
for April 1984. image processing, multisensor imagery and

displays, dual resolution displays, and
the generation of high fidelity imagery.
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ATTACHMENT 3

U HELMET MOUNTED LASER PROJECTOR

1.0 ABSTRACT

A display system for flight simulation is described. The system employes
optics mounted on the pilot's helmet to project a scene onto a retro-reflecting screen.

It is driven by two Computer Image Generation (CIG) channels, one providing a wide-

angle display while the other provides a high-resolution, eye-directed inset. The

. concept uses both head tracking and eye tracking to provide an effectively unlimited

field of view with high resolution at low cost.

I .1 INTRODUCTION

The Advanced Simulation Concepts Laboratory of the Naval Training

Equipment Center is pursuing an exploratory development program to design a visual

simulation system and analyze the feasilibility of fabrication. The system will be
designed for use in the Navy Visual Technology Research Simulator (VTRS) with new

hardware intended to interface with existing VTRS equipment.

U The system will have part of the display projection optics mounted on the
pilot's helmet and be fully visually coupled, demanding use of both head-tracking and

- eye-tracking techniques. Optical design for the display system is currently well

advanced and experiements have been carried out in both head- and eye-tracking. This

paper describes and discusses the evolution of the basic approach taken, and outlines

the present design and the results of experiments.
The system performance objectives include an effective total field of view

which is limited only by cockpit structure and the pilot's normal freedom of movement

within the cockpit. Associated wtih this large field of view, typically 8 steradians, the
target resolution is 3.3 arc minutes per line pair. The scene is to be presented without

noticeable seams or discontinuities, and is to be available, without distortion, to two

or more subjects in the same simulated aircraft. The method proposed has potential
for presenting a collimated picture and eventually a three-dimensional picture.
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1.2 DESIGN CONCEPTS

1.2.1 Visual Coupling.

The very demanding specification is achievable in principle by many

different approaches. But generally, the cost of attaining the basic objectives - very j
wide field, high resolution and multiple-user operation - would be considered excessive

using available display technology. In general, the wide angle and high resolution k

objectives together demand a powerful pixel generation capability, leading to multiple

projectors and very broad electronic bandwidths, and to multiplied cost of computer

image generation or other video generation systems. The requirement for multiple-

user operation, taken together with the very large field angles, would in general

require very costly collimation optics, or else duplication of the entire simulation

apparatus (with large actual separation of the users).

The approach taken is based on matching the display system performance,

in terms of field of view and resolution, to the visual performance parameters of the

observer's eyes. The observer's capability to perceive high detail at any instant is ..-

restricted to a relatively small area of interest corresponding to his foveal vision. The

size of the instantaneous field in which he can perceive any visual information at all is .

less than te field available to the observer through head and body movements. 3 y

providing a display system which presents high detail imagery only where the observer

is looking, with an instantaneous field which matches his instantaneous field, the

observer will perceive the display as having high detail imagery throughout his total

available field. 3ut the total burden on the display system, in terms of computed and

resolved pixels in each frame, is very usefully limited. For these reasons, there has

seen a strong thrust in recent years to visually coupled system of different kinds, in

which the projected scene or a high-detail insert follows the observer's head- or eye-

direction.

1.2.2 NTEC System Goals

Figure I shows an artists' concept of the NTEC display looking over the

observer's shoulder. The display has an eye directed area of interest (AOl) field which

is a nominal 1000 television line (TVL) raster driven by a dedicated CIG channel and a

head directed instantaneous field of view (IFOV) which is a second nominal 1000 TVL

roster driven by a second CIG channel. The system is largely compatible with the

existing VTRS computer image generator (Reference I.). Table I lists the system

performance goals chosen for the design.
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The VTRS CIG has a capability of providing 2,000 potentially visible edges

distributed between the two display rasters. If this capacity is shared equally between

UO the displays, the scene complexity or edge density will be approximately twenty times

higher in the AOI channel relative to the IFOV channel.

TABLE I. SYSTEM PERFORMANCE GOALS

Apparent Field of View Restricted only by cockpit structure

Instantaneous Field of View 1450 diagonal

Area of Interest 360 diagonal
Apparent Resolution 3.3 arc min/TV line pair

AOI Resolution 3.3 arc min/TV line pair - on axis
* IFOV Resolution 13 arc min/TV line pair - on axis

Luminance 10 Foot Lamberts (Highlight)

C,-, Color Full

Contrast 30:1

1.2.3 Helmet Mounted Projector
The display configuration was developed from a Helmet-Mounted Laser

Projector concept descibed in a contract report (Reference 2.) delivered by American

Airlines and Redifon Simulation Ltd. Helmet-mounted optical systems commonly have

-' small CRTs on which an image is generated and the optics project light into one or
both of the user's eyes via mirrors or beam splitters located in front of the user's eyes.

In the Redifon proposal, the scene is projected outward from the helmet onto a dome

screen from an exit pupil located above the user's eyes. The screen is given a stronly
retro-reflective coating so that a relatively large proportion of the projected light is

reflected to the user. In order to achieve high brightness in the display over a wide
angle, without mounting excessively heavy optics on the helmet, Redifon proposed to

use a laser display system and a coherent fiber optic link to carry ligh to the helmet.
The use of lasers permits high brightness across a wide orojected field without

requiring wide-aperture projection optics. The flexible fiber link permits the more
massive optical components, including the lasers, modulators and line scanner, to be

mounted at a remote location, off the helmet. The fiber link to helmet mounted

optics is not a concept unique to Redifon, but Redifon has made the fiber link itself

more viable by proposing to put a light-weight frame scanner on the helmet. This

means that the optical fibers are required to transmit line imaqes, rather than full

ATTACHMENT 3 B3-4

"] - tiS . . : . . _ : : . . .. , ,- ,- , . -. . . ,- ' - . , - ., . . . .



* frame images; few fibers are required, with significant advantages in flexibility of the
link and reduction of manufacturing difficulty.

The aspects of the Redifon concept described above have been retained in
the NTEC development. In other respects the concept has been modified, mainly to
reduce the likely cost and time required to build a working system.

Helmet mounting of projection optics generally has several advantages for

visually coupled displays:

a. The display automatically rotates with the head-pointing direction.

b. There is no significant distortion due to rotation of the projector.

c. Good photometric efficiency is possible (with either direct projection into
the eyes or outward projection onto a retro-reflecting screen).

d. Two or more subjects can use the same simulator cockpit without seeing
distorted views of each other's head/eye directed scenes (cross-talk), and each can .,i.

receive an undistorted scene image.

e. With binocular projection the technique has potential for effective

collirmation of the scene, and for 3-dimensional presentation (neither at present

planned by NITEC).

1.2.4 Dome Screen
Projection outward from the helmet onto a screen, rather than projection

irectiv into the !)ilot's eyes, was selected for these reasons:

I. It does not require beam splitters or any other hardware to be fixed
'I'rediately 'efore the pilot's eyes thus obstructing a normal view of the coc<p't

interior.
I

). It permits a very wide instantaneous field of view, comparable with the
p lot's total field with head fixed, to be projected and viewed by both eyes.

c. It provides automatic and precise blanking of the projected outside-world
scene it the cockpit outline, since the cockpit structure does not retro-reflect,

lithot need for ead position tracking or electornic raster blanking.

.2.5 Head-'rackinq Funct ions
8ince the projected rosters rotate with the user's head, the view direction

used to compute the scene must be updated ;it field rate to include head rotations. A
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tracking device, measuring pitch, roll and yaw of the helmet with respect to the

cockpit, must therefore be included in the visual simualtion system.

Errors in helmet attitude data transmitted to the CIG produce errors in

location of the perceived scene. Inadequate precision can result in image jitter, low

accuracy will produce image swimming, and inadequate response will cause the image

to lag head movements.

Image lag due to CIG throughput delay can be compensated, since the error
N

is known given fast head-tracker response, by offsetting the projected image rasters

using optical deflectors.

L]
1.2.6 Eye Direction Following Functions 0

The small AOI raster, with high reolution and high detail content, is

required to be shifted, within the wide field of the helmet mounted projector, so that
this area is always on the axis of the pilot's eyes.

Within the optical projection hardware, this requires provision of deflectors 0

to shift the scene vertically and horizontally. Within the CIG system, it is necessary

to provide corresponding shifts in computed locations of the AOI view window and

raster. Data to determine the eye-following deflections must be provided by an eve

attitude measuring system.

1.3 DISPLAY SYSTEM
Figure 2 shows a functional diagram of the display system.

Mounted off the helnet are lasers, intensity modulators and a line scanner.

these components provide two intensity modulated line scan images, one for the AO1

r.ister and one for the IFOV. The two line scan images are carried to the hel'n't-

nounted components by two flexible coherent fiber optic bundles. .01
Mounted on top of the helmet are galvanometers driving flat nirrors.

These provide frame scan and eye-following offsets of the projected rasters. The

frame-scan and offsetting optics are followed by a compound projection lens system

which relays the light to an exit pupil location in front of the user's forehead and

.~~D~r) '~ t-- 1V .nt outward toward the display screen providing the anqilar

aqnlficaton reqrpired to fill a 1450 instantaneous field.

The ,:reen ;, a spherical dome surrounding the simulator coc"'pit givin th

liser i total field (with head and body movements) Nhich is limited only by cockpit

.0 tr,)cturo-. The screen s coated with a retro-reflecting material.
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The CIG system has inputs from head-tracking and eye-tracking devices,

not indicated in Figure 2. These inputs determine rotations of the view direction to
follow head orientation, and computed offsets of the view window and raster to follow

eye attitude. In addition to providing video signals to modulators and controlling

simple line and frame scan functions, the CIG system controls offsets in the projected

ratsers produced at helmet-mounted deflectors. These offsets are principally for eye

following but also compensate for errors due to finite computational throughput time.

.. 1.4 LASERS, MODULATORS AND LINE SCANNER
Figure 3 is a functional diagram of the optical system feeding the helmet-

mounted projector.

The beam from an Argon ion laser, operated in all-lines output mode, is

split into its separate wavelength components by a dispersive optical system. Part of

the power at 514.5 nm is split off to provide a green beam, and power is a selected set

of blue wavelengths is split off to provide a blue beam. Blue-green components, plus

residual green power, are used to pump a Rhodamine 6G dye laser, which is tuned to

output red light at wavelength 610 nm. Dispersive optics are used to recombine

separate wave lengths assigned to the blue primary onto a single beam, and similarly

P to recormbine the separate wavelengths assigned to pumping the dye. The Argon laser V

output power required to achieve a 10 f.l. display brightness is estimated, based on

pessinistic assumptions, at 10W.

Red, green and blue beams are eachs plit in two for AOl and IFOV rasters,

and the six separate beams are intensity modulated at acousto-optic modulators.

These beams are then combined to give two full-color beams, which are then scanned
at a common line scanner and imaged, separately, onto two coherent fiber optic

bundles.

The line scanner is a rotating polygon having 24 facets, rotating at 76,725

rpm to give a line rate of 30,690 lines/second to both modulated full-color beams. The

line scan images will be 10 mm long by 10 microns wide. Each image will fall on a

single row of 1000, 10 micron, optical fibers. (The fiber bundles may, for

rnaufacturing convenience and to allow some selection, have many rows of 1000 fibers 0

each.) The maximum expected laser power density on the input end of the I7OV fiber
2bundle is 20 W/mm , which is within a factor 2 of a measured damage threshold.

Therefore, tolerance to incident power is an important part of the fiber optic
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procurement specification. The fiber optic bundles will be approximately 9' long,
permitting the lasers, etc., to be remote from the simulator cockpit. S

1.5 HELMET-MOUNTED OPTICS
The design for optics mounted on the user's helmet is shown in Figures 4,

and 5. "0

The helmet-mounted optics include mirror scanners driven by

galvanometers, and the final wide-angle projection lens which directs the light

outward to the display screen. The mirror scanners are used to generate frame scan

for the two projected rasters, AOl and IFOV. They also provide a capability for

controlled offset of the two rasters with respect to the axis of the helmet mounted
projector lens. Light from the two line scan images, input by fiber optics, is first

passed through a scanner subsystem which permits the two line scans to be shifted
along their own lengths. This produces a line-direction shift of the projected rasters, .

normally a horizontal shift, which is used primarily for following horizontal eye
rotations. After passing through relay lenses, the two beams are reflected at separate - - -

scanner mirrors mounted on the shaft of a single galvanometer so that the line offset

mechanism shifts the two rasters together. V

In each beam, the light path is folded at a narrow strip of flat mirror on a
window located at a line scan image. The light is then recollimated by a spherical

mirror and relayed onto the frame scanners, passing through the window.

T~vo flat mirrors, driven by separate galvanometers, provide frame scan

and also combine the two beams on a common optical axis. The frame scanners
provide controlled offset of the rasters in the frame scan direction, which is normally

the vertical direction. The AOl beam is deflected at a single galvanometer-driven
mirror, designated the AOl mirror, which produces the cyclic linear ramp scan

required for the AOl raster. The IFOV beam is first deflected at a small
galvanometer-driven mirror, designated the IFOV mirror, which generates cyclic linear -

ramp scan to produce 3/4 of the frame dimension for the IFOV raster. The IFOV beam .: .

then falls on the AOl mirror which adds frame scan to complete the IFOV raster.

The two beams are effectively combined at the small IFOV mirror. The .'" -"

IFOV beam is reflected from it, while the AOl beam, which has a larger diameter,

passes around the mirror with partial obscuration by it.
Controlled offset of the rasters in the frame direction is provided by an

offset only at the AOl mirror. Since both beams are deflected at this mirror, the two
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rasters are deflected together. The offset is used primarily to follow vertical eye

rotations.

The frame-scan and raster offsetting optics will be located on top of the

pilot's helmet. The raster images generated at this point will have moderate field

angles, AOI and IFOV line lengths being respectively 110 and 440 . Light emerging

from the frame-scan system is relayed by a complex lens and mirror system to an exit

- pupil which will be located in front of the pilot's forehead, approximately 30 mm above

his eye level and 70 mm forward of his eyes. The system will provide angular

magnification and direct the combined raster images outward onto the display screen.

The final lenses will produce substantial pincushion distortion, corrected in

CIO, which is useful in distributing resolution optimally across the projected field.

1.6 COCKPIT AND DISPLAY SCREEN

The display screen will be a ten foot radius dome, already available in the

VTRS facility, coated with retro-reflecting material. The separation of the user's eyes
from the projector exit pupil will be approximately three inches so that the screen

surface will be required to provide reasonably uniform spread of light within 1.50 of

the retro-reflective direciton. A photometric gain in excess of 1000 is in theory

possible, given this requirement on beam spread, but the target figure for screen gain

is 100, which is considered likely to be achieved.

* iCommercially available retro-reflecting screen materials have characteris-

tics similar to the required material, but none is close enough, and therefore a special

product is required. This development is currently underway through acontract with

the University of Arizona Optical Sciences Center.

The method of projection, from a point a few inches from the user's eye-

point, produces potential problems due to light falling on the cockpit structure.

Internal surfaces of the cockpit will reflect low-brightness images of the projected

scene and it is necesary to ensure that these images will not be noticable. -his is done

essentially by arranging that the photometric gain of the screen is very much higher

than the gain of cockpit surfaces - in fact by three to four orders of magnitude - so

that the relative brightness of the screen image is two to three orders higher than that
of ghosts within the cockpit. The dim ghost images on the cockpit structure willJ

normally not be visible against a background of ordinary internal cockpit lighting.

The wide-angle scene projected onto the screen will have sharp boundaries

due to shadowing by cockpit structures. Shadows produced by the lower edges of
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" cockpit windows are not visible to the user, but shadows produced by window struts

have been found, in simple experiments, to be very noticeable. The helmet-mounted

projection technique is likely to be used only in simulator cockpits in which window

struts are omitted.

Windows themselves will also be omitted to avoid possible specular

reflection of projected light by the windows directly to the user, and care will be

taken to avoid specular reflections to the pilot from cockpit instrument surfaces.

Use of the helmet mounted display will require some relatively minor

alterations to the simulator heads-up display. The heads-up display beam combiner

will be made as thin as possible, and its reflection coefficient reduced, so that it will

not produce an objectionable displacement or shadow in the forward area of the

projected scene. The brightness of display light reflected to the pilot from the heads-

up display lens and CRT will be low compared with the brightness of the screen image.

The CRT location will be shifted so that its virtual image falls at the screen distance.

1.7 SOME DEVELOPMENT PROBLEMS

In general, the approach taken in design of the display system has been

chosen to reduce procurement problems to a minimum so that a visually coupled

system, using helmet mounting, can be assessed as soon as possible and at relatively

low cost.

Given the basic idea proposed by American Airlines and Redifon,

potentially severe development problem areas include: The fiber optic link, the

helmet-mounted frame scanner and the retro-reflective screen. The specification on

the fiber optics is relaxed considerably by allowing the helmet-mounted system to be

relatively complex. In particular, the length of the AOl line image to be carried by

the fibers is minimized by locating the line scan offsetting sytem on the helmet; and

the output end configuration of the fiber bundles is simplified by use of a relatively

complex flat-field lens system on the helmet. The complex lens system, by providing

angular magnification, also reduces the specification on frame scanners so that

existing galvanometers can be used. The complexity of the helmet-mounted projection

system which is evolved on these lines might make a binocular system, with separate

optics for each of the user's eyes, prohibitively bulky. Therefore, a decision was made

not to attempt a binocular arrangement, and to forego effective binocular collimation

and immediate potential for three-dimentional projection. This greatly eases the

- 3
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specification on the display screen, since there is no immediate requirement to provide

retro-reflection selectively to each of the user's eyes.

Some potentially severe electro-optics problems are avoided by electing to

design the scanning system to project two rasters, although this requires two separate

galvanometers on the helmet and separate relay optics up to the frame scanners. The

alternative approach is generation of a single raster which must fill the IFOV field and

be capable of the resolution required for the AOI. This implies a need to generate

" resolved pixels at rates in excess of 200 MHz. Components at or beyond current state-

of-the-art are reqired (a) to provide pixel speed-up for the CIG signal assigned to the

* "AOI channel, (b) to intensity modulate, and (c) to provide line scan. The fiber optic

link for the single raster must have approximately 4000 fibers in the row used

compared with 1000 per bundle given the present NTEC approach. If two separate

rasters are projected, the signal bandwidths implied are easily handled by conventional

electronics, modulators and line scanners.
Thus, within the CIG and display components, development problems are

reduced mainly at the expense of bulk on the user's helmet. The current estimate of

weight for the helmet, based on weight of existing galvanometers, some detailed

optical design and outline design of mounting structure, is 2.5 lbs.

Some CIG development will be required. A contract has been awarded to

General E-lectric, Daytona to recommend modifications to the VTRS-CIG to allow it to

interface to the display system. These modifications include: Capability for two

channels to select and process different levels of detail simultaneously from the same

active environment; capability to interface simultaneously to the host computer, the

head tracking system and the eye tracking system; capabilty to provide distortion

correction in both channels; capability to synchronize output video with a roughtly

synchronized line scanner; capability to blank and blend inset AOI with surrounding

IFOV; and capability to provide offset signals to the line scan offset and frame scan

. "galvanometers to follow eye movements and compensate for errors due to rapid head

attitude rates. As of this writing, the CIG modifications are considered low risk

developments.

The most severe residual development problems are considered likely to be

found in the areas of head tracking and eye tracking. Fast, precise head tracking is

vital to any helmet-mounted system for stability of the projected image. While eye-

tracking need not be precise, a method must be identified which has high reliability,
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which can be set up rapidly, and which is acceptable to pilots - probably ruling out

most of the current clinical techniques.

The present status of the NTEC investigations of head- and eye-tracking

are described below.

1.8 HEAD TRACKING

The head tracking system is required to measure yaw, pitch and roll of the

observer's head relative to the simulated cockpit structure. In order to determine

performance requirements on the head tracking system a helmet mounted sight
(Polhemus Spasyn Helmet Mounted Sight Model IliA) has been procured. This system

was interfaced to the VTRS CIG system which, in turn, supplied video to a miniature

projection CRT mounted on a helmet.

This equipment was then utilized to perform a subjective evaluation

experiment. The experiment consisted of having the CIG fly along a canned flight

path over an environment consisting of an airfield and surrounding terrain. The

observer's head direction determined the viewing direction used by the CIG to compute

the scene.

The observed defects in image stability were:

A. A noticeable angular displacement of objects in the scene while the
observer's head is rotating.

b. An occasional jitter of the displayed imagery even when the head tracking

system sensor was fixed rela';ve to the transmitter and cockpit.

The angular displacement with observer's head rotation was found to be

directly related to the known throughput delay of the head-tracking and CIG system.

The total delay is 0.1 sec, so that a 300 /sec head rotation rate produces a 30 image

displacement. This effect was judged to be objectionable and an effort is underway to

correct the defect by dynamically displacing the raster. The amount of angular
displacement is made equal to the difference between current (or most recent)

measured head attitude and the head attitude utilized to compute the current scene.
This approach causes the instantaneous field of view to be reduced by the amount of

the motion compensating displacement during head motion. As of this writing, the
hardware has been fabricated using a microprocessor and the software program

completed. However, the evaluation was not yet underway. This technique should
eliminate the effect of CIG throughput delay at the expense of reduced instantaneous -

field of view during head motions. The effect of head tracking system throughput

ATTACHMENT 3 B3-16

-. " ' *: - - • - • .. -.> . .... ' '' .. -. , . - . ,-* - . -,



-.. . . .- °

delay cannot be eliminated but may be reduced utilizing linear extrapolation. The

capability to perform linear extrapolation is included in the microprocessor and will be

evaluated concurrently with the CIG throughput delay compensation scheme outlined

above.
The magnitude of the display jitter, using the current head-tracking device,

was approximately IS milliradians. Measurement of signals indicated that a large part

-of this system noise originated in the internal components of the head tracking system.

As of this writing, the manufacturer has agreed to evaluate the system.

An in-house analysis of alternative electro-optic techniques for head

attitude sensing is being pursued. For use in a simulator, it should be feasible to

improve on existing head-trackers which were designed for use in a real cockpit

S"environment, since the simulator environment permits much greater flexibility in

design.

1.9 EYE ATTITUDE MEASUREMENT SYSTEM
The eye attitude measurement system provides the CIG with the viewing

direction needed to place the high detail area of interest in that part of the projected

field corresponding to the observer's central vision. The eye direction information is

not used to stabilize the resultant display but direction information is not used to

stabilize the resultant display but merely to select the area within which high detail

and resolution appear, so that the measuring device may have relatively poor

precision, accuracy and response. Some of the design goals for the eye tracking

system are: (I) to be visually unobtrusive, (b) a precision of +_ 20, (c) an accuracy

(relative to head pointing direction) of , 20 and, (d) a response time of less than 16
milliseconds. Experiments utilizing a one-axis (azimuth only) limbus tracker indicate

that these requirements will suffice provided that the width of the AOI is 250 or more,

S..'. and the response time (sum of eye tracker and CIG response times) is less than 100

"*" -illiseconds. (The experiments were carried out using photographic imagery, with

variable resolution but not variable detail, so that applicability to CIG imagery is
• somewhat questionable.)

If the total throughput delay is too large, a technique utilizing saccadic

prediction may be required. Such a system is currently being developed under a

contract with Carnegie-Mellon University (Dr. Terry Bahill - Principal Investigator).

Or. 9,ahill is also investigating the use of electro-oculography (EOG). -1

ATTACHMENT 3 33-17

. , _ i -. ...... .,- , ... .. ....



Reference 3 provides an excellent survey of eye attitude measurement
techniques and limitations. Ideally, the selected method for eye tracking will require
no attachments to the subject's head. Although remote oculometers exist, they are 6

* not capable of measuring eye attitude for a large range of head rotations, and the use
of multiple remote oculometers to cover all likely head attitudes does not seem
practical. The least obtrusive head-mounted technique for eye tracking is EOG. This
method requires electrodes to be taped to the subject's face, but the elecrodes are not
found seriously objectionable and they do not have significant weight or obstruct the

subject's vision in any way.
For these resons, EOG is considered a promising method for use in eye-

U- coupled flight simulation displays. EOG techniques are notorious for drifting but drift
can be corrected in theory by automatic recalibration utilzing a single remote
oculometer which will provide a reading whenever the observer is looking within 100 of
it. Thus a combination of two unobtrusive techniques may prove feasible.

The eye-attitude measuring system remains a high risk area. However, a "Z

system which has no eye tracking, in which the AOI remains in the center of the head-
tracked IFOV, is considered a viable alternative. In this case, the area of the AOI
would be increased, with some loss of resolution, to encompass most normal eye
rotations with respect to the head.

I. 10 SUMMARY AND CONCLUSIONS

A visual simulation system has been described which takes advantage of
human visual system limitations to provide a display which will be perceived as having F
both high resolution and very wide angle, utilizing only two display/image generator

"' channels. The system design appears feasible utilizing available technology with the
exception of two high risk areas namely: head attitude and eye attitude measurement

systems.

A H 3
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APPENDIX C

SIFTS TRAINING SUMMARY

1.0 TRAINING REQUIREMENTS
The Aviation Center (USAAVNC) has developed a matrix of tasks required

of Army helicopter aircrews and has identified the helicopter in which each such task

must be performed. The tasks are those identified in the Aircrew Training Manual,

supplemented by tasks required to operate certain equipment on board specific Army

helicopters. Figure C-I consists of extracts from that matrix of tasks relevant to

each of the helicopters of interest to the present study.

2.0 OVERVIEW OF PRESENT USAAVNC TRAINING
Qualification training involving use of flight simulators is currently being

conducted at the Aviation Center for the AH-l, CH-47, and UH-60.1 In addition,

training for CH-47 instructor pilots who will conduct training at units where CH-47

simulators are located is also conducted at the Aviaiton Center. These training -.

courses are described below.

2.1 CH-47 Aircraft Qualification Course (AQC)

Training for this course is conducted in both CH-47 aircraft and the CH-47

Flight Simulator (FS). The basic AQC consists of 21 aircraft hours and 18.2 hours in

the flight simulator flown during 32 training days. For individuals assigned to units

with CH-47D aircraft, an additional 10 hours in the CH-47D is provided during eight

additional training days. Proficiency advancement is utilized throughout this course.

The basic AQC is presented in two stages and, when required, is a third

stage for the CH-47D.

Stage I consists of II aircraft hours and 14.3 FS hours flown during 21

training days. An academic program for systems starts one week prior to flight

training and parallels flight training providing enabling knowledge prior to flight. The

first 0.1 hours of Stale I is flown entirely in the FS. It concentrates on basic contact

flight maneuvers and tmergency procedures. The second part of Stage I is 4.1 hours in
the (ircraft, reinforcing the maneuvers and procedures presented in the VS. The next

IThe UHIFS, which is used in the Aviation Center training, is not addressed in this

summary.

C-I
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5.2 hours is in the FS and includes advanced contact maneuvers and emergency

procedures. This is followed by another 5.8 hours of aircraft time including night .
flight and a flight evaluation.

Stage II consists of 10 aircraft hours and 3.9 FS hours. The aircraft
training includes cargo helicopter tactics, additional night flight, and another ""
evaluation. The FS training is devoted to tactical instrument flight, emergency

procedures, and high gross weight and external load operations.

Stage III consists of 10 hours of aircraft time flown in the CH-47D during

eight training days. This training time includes 7.5 hours of day visual contact flight

and emergency procedurs, 1.0 hours of night flight, 1.0 hours of instrument flight, and

1.5 hour flight evaluation.

2.2 CH-47 Instructor Pilot Course (IPC)

The basic IPC (Stages I-IV) consists of 47.5 aircraft hours flown during 35

training days. The basic IPC does not include any flight simulator training periods.

The CH-47D qualification consists of an additonal 10 aircraft hours flown during 8

training days. For those students being assigned to installations with a CH 47FS (Fort . -

R'ucker, Fort Campbell, Fort Hood, Germany), the flight simulator MOI consists of 31

hours flown during nine training days.

The IPC consists of six stages listed below:

(a) Stage I (Flight Proficiency) 5.2 aircraft hours

(b) Stage It (Contact MO) 17.7 aircraft hours

(c) Stage Ill (Tactical MOI) 14.1 aircraft hours

(d) Stage IV (Night MOI) 10.5 aircraft hours

(e) Stage V (CH-47D Qualification/MOI) 10.0 aircraft hours

(f) Stage VI (Flight Simulator MOI) 31.0 FS hours

The FS MOI consists of learning the organization and operation of theLil
various flight simulator instructional training features and practice utilization of these
Features. The final three hour period is designed to evalaate the instructor pilot

students' ability to brief and demonstrate the total system capability.

2.3 UH-60 Aircraft Qualification Course (AQC) -
This course consists of flight and academic training in the safe operation of

the UH-60 helicopter in transition and tactical maneuvers and load operations, and

C-7
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provides students with a working knowledge of aircraft maintenance and systems,

navigation and command instrument systems, and the Doppler Navigation Set.

The course consists of 17.2 dual flight training hours, (nine aircraft hours

*'' and 8.2 flight simulator (FS) hours). The flight time is flown during 12 training days.

An academic program parallels the flight program and is used to present requisite

material in advance of related flight hours.

The course includes 11.1 hours of visual contact flight. 4.5 hours of this

time is in the FS, I .0 hours night flight in the aircraft, 3.7 hours instrument flight in

the FS, and 1.4 hour flight evaluation.

The flight simulator is being used to provide cockpit procedural training,

visual contact training, and instrument training.

Since the Doppler Navigation System is the UH-60's primary means for

-- tactical navigation, use of this system is encouraged throughout all flight training

periods. The UH-60 FS is used to conduct flight evaluations of the Command

Instrument System.

2.4 AH-l Aircraft Qualification Course (AQC)

This course consists of flight and academic training in the safe operation of

the AH-IS helicopter in transition maneuvers, combat skills/gunnery training and to

provide students with a working knowledge of aircraft weapons systems.

The course consists of 35 aircraft flight hours and three flight simulator

hours flown during 29 flight periods. An academic program parallels the flight

progrurT and is used to present the requisite material in advance of related flight

hours.

The course consists of two phases, the transition phase and the combat

s lls/gunnerv ohases. The transition phase includes 14€.7 aircraft hours of ,isi,,J-
contact flight and 2.6 aircraft hours of night flight. The combat skills/gunnery phase

includes 12.5 aircraft hours of visual contact flight, 5.2 aircraft hours of night flight

and three hours of simulator flight.

The design basis aircraft for the AH IFS were the AH-IG and AH-IQ. The

rekir cockpit design was hased on the AH-IG and the front ccpilot gunner cockpit the

AH-l-Q. Both these AH-l models are obsolete. As a consequence, very little aircraft-

specific training can be accomplished e-ifectivelv in the flight simulator. The three

hours of flight simulator time in this ccurse are utilized to provide training 'Vith the

telescopic sighting unit, TOW missile system acquisition and tracking, gunners helmet 56 :i
C-80_m
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sight or telescopic sight unit, operation of the M97 turret system and operation of

m some emergency systems. This prototype AH I FS is scheduled to be modified in the

near future using the AH-IS as the design basis aircraft. With this modification, the

simulator will be able to provide significantly more training capability to the aircraft
_ . qualification course.

3.0 PROPOSED AF-64A QUALIFICATION PROGRAM

The AH-64 qualification program will consist of five phases of training.

. Each phase will probably become annexes to the AH-64 Qualification Course POI. The

phases include I, PNVS; II, Transition; Ill, Pilot Terrain/Weaponization; IV, Front Seat

Gunnery; and V, Combat Skills.

• .,. Hughes Helicopters Incorporated (HHI) will develop Phase I through IV.

The Army will develop Phase V. HHI will provide initial training (Phase I-IV) in Yuma,

br Arizona, to the first group of individuals to be designated instructors in the AH-64.

These individuals will then teach themselves the combat skills training phase. They

will then be designated AH-64 IP's.

The qualification POI will then be initiated at Fort Rucker, Alabama with

HHI trained IP's. An additional .Aethods of Instruction (MOI) phase will be added to

the P01 for selected students who are current AH-I IP's, during the first five or six

courses conducted at USAAVNC.

The qualification course length will be 14 weeks in duration and include 65

aircraft flight hours (24 hours AH-I surrogate with PNVS and 41 hours AH-64), 20

hours in the Cockpit Weapons Procedures Trainer (CWEPT), six hours in the TADS

Selected Task Trainer (TSTT), and IS hours in the AH-64 Combat Mission Simulator

* (CMS). This device training is summarized in Figure C-2. An academic program will

parallel the flight program and present requisite material in advance of the related

- flight hours.

Phase I (PNVS) will consist of five days of academics followed by 17 days

• . and 24 flight hours in the AH-I (surrogate).

Phase II (Transition) will consist of 13 hours of flight time in the AH-64 for

basic transition flight tasks. The flight periods will be preceded by three days of

C-9.
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SUMMARY OF AI-64. TRAINING MEDIA/HOURS

-. DEVICE HOURS •-

AH- 1 24
AH-64 41
CWEPT 20
TSTT 6
CMS IS

FIGURE C-2

CWEPT training. CWEPT time will consist of six hours of cockpit familiarization, pre-

start, start, runup, and some systems training. During the first five days of transition r
flight training, students will receive four more hours of CWEPT time devoted to

cockpit procedures and aircraft systems. All C'NEPT time in Phase I will be rear seat

time. However, a second student will occupy the front seat of the CWEPT during this

training, and monitor rear seat training from there.
Phase II (Pilot Terrain/Weaponization) is an eight day block of training

which includes 10 hours of AH-64 aircraft time in the rear seat. It will include terrain

flight with PNVS, firing 2.75 inch rockets, and firing the 30mm chain gun. Addi-

tionally, students will receive 10 hours of front seat training in the CWEPT for front

seat weaponization training, and six hours in the TSTT.
Phase IV (Front Seat Gunnery) is a 12 day block of training which includes

IS hours of front seat gunnery training in the AH-64 aircraft. The students will fir,

the 2.75 inch rockets and the 30mm chain gun, and will practice HELLFIRE procedures

and tracking. The AH-64 has a railmounted HELLFIRE training missile which will 1e
utilized during this phase of training.

Phase V (Combat Skills) is a 15 day block of training which includes 13

flight hours. Three of these hours are scheduled in the AH-64 and the other IS in the --

CMS. The USAAVNC is currently developing five combat scenarios for CrMS training.

There will be ten 1.5 hour training periods flown in the integrated node of CVS

operation. Each pair of students will fly five rear seat periods and five front seat

periods, thus repeating each scenario twice; once from the rear seat, an,! ogcin from -P1

C--10
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the front seat. The plan is to alternate seats and scenarios daily. Of the 10 periods,

eight will be training periods (six night missions and two day mission). The remaining

two periods will be utilized for evaluations. One period will be a rear seat night

evaluation, and the other will be a front seat night evaluation.
In the event the CMS is not ready for training when the qualification course is

implemented at USAANVC, two alternative options are currently being entertained.

Option one is to include 18 hours in the AH-64 to meet the Combat Skills phase

training objectives. The second option is to provide I I hours in the aircraft and an

additional 7 hours of integrated crew training in the CWEPT, and 14 hours in the TSTT.

Plans for AH-64 instructor training are incomplete. According to personnel at

the Aviation Center involved in developing the AH-64 P0l's, the decision related to

who will conduct simulator training has not been made. The simulator instructor may

not be the same instructor who conducts the AH-64 aircraft training.

4.0 OVERVIEW OF CHI-47 UNIT TRAINING
In addition to the prototype CH 47F5 located at Fort Rucker, Alabama, which is

used for initial qualification and instructor pilot training, the Army has taken delivery

of three production CH 47FS for use with field units. Aircrew training programs aIs

prescribed in Training Circular No. 1-139 (ATM Cargo Helicopters) were initiated at

Fort Campbell, Kentucky, in May 1982; at Fort Hood, Texas, in August 1982; and in

Mannheim, 'ermany, in November 1982.

The purpose of TC 1-139 is to establish initial qualification and continuation

training requirements and to provide Army commanders recommended training

programs for refresher, mission, and continuation training. Additionally, it serves to

provide standardization of aviator training programs and standardization of flight

evaluations.

Initial qualification training defines the minimum academic and flight training

needed for the qualification training of aviators, unit trainers, instructor pilots, and

standardization instructor pilots in cargo helicopters. The refresher training program

is designed for initial aviators to regain proficiency in all flight activity category 2

(FAC 2) tasks in an aircraft in which they have been previously qualified. Refresher

training programs are initiated after individuals have 5een administered proficiency

flight evaluations. Then a program is structured focusing upon individual deficiencies.

Mission training programs are designed to expand the aviators ability to perform -'0,

the flight activity category I (FAC I) tasks and additional tasks selected by the

C-Il
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commander to support unit missions. This phase of training is entered after
completion of initial qualification training and refresher training. This training

program emphasizes tasks that are unique to a unit's operational mission.

Continuation training is conducted to maintain aviator currency and proficiency
in the respective aircrew positions. This training is designed to keep each aviator

proficient in all tasks. Each category of aviator is required to perform specific
iterations of selected tasks and fly a specific number of flight hours semiannually.
Aviators assigned as CH-47 crewmen may fly (if available) the CH 47FS a minimum of

20 hours and may reduce their semiannual flight requirement up to 19 hours.
With only four CH 47FSs available, the Army has elected to centralize various

aviator training programs. Thus, the CH 47FS not only provides aviator training to
individuals assigned to a specific post with a CH 47FS (Fort Rucker, Fort Campbell,

Fort Hood, and Mannheim, Germany), but also to aviators sent fror other posts and
installations to these four installations to meet training requirements. From a training

standpoint it is more economical to send aviators from Fort Carson to Fort Hood or
Fort Rucker than to utilize operational aircraft to meet training requirements.

4.1 Germany

The CH 47FS in Mannheim, Germany, primarily provides training to

aviators assigned to three cargo helicopter companies. One company is co-located at

the simulator site; the other two companies are at two remote sites. Aviators fror,; the
remote sites travel to the simulator slte for required training. These CH-47 pilots are
required to fly 26 hours per year in the CH 47FS.

The majority of the simulator training is continuation training. These
troiinina programs were developed by the individual helicopter companies with issis-

tance from facility support instructor pilots. Zach of the helicopter company"
instructor pilots (IP), instrument flight examiners (IFE) and standardization instructor I

pilots (SIP) have been trained as instructors in the CH 47FS. They (the IP, IFE, and SIP)
conduct all of the units' training in the simulator. In that way the training is

responsive to the commanders' mission training requirements. There are two instruc-
tor pilots assigned to the simulator facility available to assist *jnits vith their training
requirements as necessury.

The CH 47FS training piogramn developers utiiized the ATM task require-
ments as the basis for program development. From this a series of mission-oriented
flight scenarios were developed to present the required training. These scenarios

C-12
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include ATM and unit-unique training requirements. The training includes visual

contact flight, tactical instrument flight, standard instrument flight, tactical mission

training, and emergency procedure training.

4.2 Fort Campbell

The CH 47FS at Fort Campbell, Kentucky, is used to provide training to
aviators assigned to the three cargo helicopter companies assigned to Fort Campbell.

Additionally, the simulator is used to provide training to CH-47 qualified aviators from

the Panama Canal Zone, the Washington State National Guard, Pennsylvania National

Guard, and military aviators assigned to the Boeing helicopter facility.
Aviators at Fort Campbell are required to fly the simulator 20 hours each

semiannual period.

The majority of the simulator training is continuation training. The
training programs are developed and conducted by individual unit IPs, IFEs, and SiPs.

The training is designed to meet ATM requirements and unique unit mission require-

ments. The training includes visual contact flight, tactical instrument flight, standard

instrument flight, tactical mission training, and emergency procedures training. One

,jnique training application the CH 47FS is being used for is night vision goggle (NVG)

training. A modification to the simulator lighting and light control system permits

effective rVG training to be accomplished in the simulator. As simulator training

time permits, AH-I and UH-60 aviators also receive NVG training in the simulator.

4.3 Fort Hood

The CH 47FS at Fort Hood, Texas, is used to provide training to one

company assigned to Fort Hood. Additionally, this simulator provides training tim-e to

a company from Fort Sil, Oklahoma, a company from Fort Carson, Colorado, the

company at Fort Lewis, Washington, a company in Alaska, the California ' ational

Guard, the Texas National Guard, and the <ansas Army t1eserve.

Aviators utilizing the CH, 47FS at Lort Inood fly approximately 20-15 hours

each annually in the simulator. The training programs were developed from the ATM.

The proqrams (ire designed for refresher traininq, iqsrument requalificit or nn
aircraft re-current training. Each aviator has a program that is structured to !neet his

particular training require'nents. These requirenents ,re determined via administra-

tion of a proficiency checkride to identify proficiency deficiencies. Training includes

visual contact flight, tactical instrument flight, standard instru-nent flight, tactical

131
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mission flight, and emergency procedures training. Approximately 60 percent of the

training is in a visual environment and 40 percent in the instrument enviornrnent.

A significant difference in the utilization of the simulator at Fort Hood as

opposed to Fort Rucker, Fort Campbell, and Germany is the employment of device

operators as instructors. These individuals are permanently assigned to the simulator

facility and operate the instructor station during all training missions. When unit

flight instructors or flight examiners accompany aviators from their units, they occupy

the observer seat to manage the training process.

Several major changes were incorporated in the CH 47FS field production

units. These changes include changing the scale of the terrain model board from

1500:1 to 1000:1. Since the terrain model is used in the visual generation system, the

quality of the cockpit display is improved. Pilot and copilot side window displays have

also been added, along with a second terrain model board and visual display generation

system. These changes combined with some aircraft system changes significantly

increase the training capability of the CH 47FS production unit over the prototype at

art 7jcker.

U.S. ARMY FLIGHT SIMULATORS

The iJ.S. Army has J family of flight simulators collectively known as the

Synthetic Flight Training Svstem ( ). The SFTS currently includes simulators,

o:ither -nder contract or at ,nilitary instal laitons, for the UH-I, CH-47, AH-I, 1H-60,

Ird A. -r)4. i escriptions of the CH-47, AH-I, JH-60, and AH-64 are included in t e

f,Wl' rinq swction. Figure Table C-3 presents the current and proposed locations for

t,-.e '4 F ,. This irfCrnation vas provided v the J SAAVH'KC and the J'', TH,,-.

U ).l f'-i-L7f" KHIWOOK Flight Simulator (CH 47FS)

The CH 47FS is designed to provide traininq in normal visual and

instriment maneuvers, operating procedures, and emergency procedures. The proto-

tpe and production units include a trainee station, with positions for )ota .)Ilot ca-d

,.)n lot trainees, A training task analysis ond fidelity analysis dieternined tlat tnis

,t ition shctId be a replica of the actual aircraft. To the roi r . hf ie_ trciaee t i'n

incl .vithin the same Pc losure 1s ain instruictor staition ergipped with the necessarv

car troIs, indicators, and displa'/s to enub e control and rninmqermeni of oe traininq

process. The instructor station design and arrangemen, is ')aseca upon u niman

engineering analysis and instructor training requirements analysis to facilitate In
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effective instructor/trainee interface. Included in the instructor station is an observer

station which permits monitoring of both trainee and instructor activities.

The instructor/trainee station is mounted upon a six-degree-of-freedom S
i;. motion system. This system provides pitch, roll, yaw, vertical, lateral, and longitu-,

dinal motion cues. A high resolution camera model visual system with a 1500: I three

dimensional 56 feet long by 24 feet high terrain model is provided with the prototype
am unit. To improve the quality of the visual display system, the scale on the production

units was changed to 1000:1. The production unit also includes a dual terrain model
which not only provides front window displays for the pilot and copilot, but side

window visual display scenes for an increased training capability. The video camera is

mounted on a gantry that is synchronized to respond to cockpit control inputs and
* "provide visual displays through the pilot's and copilot's front windows. Each trainee

has additional displays at the chin window location consisting of computer generated

symbology which provide relative altitude and motion cueing when the simulated

aircraft is maneuvering close to the ground at designated landing sites.

Realtime simulution of the CH-47C and management of all related
advanced training, navigation/communication, aircraft subsystems, and visual display
system programs is provided by a digital computer complex. A DEC PDP 11/45

computer system provides the primary computation system.

[ - -

5.2 CH-47D CHINOOK Flight Simulator (CH 47DFS)
[1.

The CH 47DFS is designed to provide cockpit preflight and starting

procedures, training in aircraft control, visual takeoff and landing procedures (includ-
ing landing in confined areas), and pinnacle and load operations (excluding slope

operations). In addition, the CH 47DFS performance evelope will extend from nap-of-
the-earth (,JIOE) capability to the service ceiling of the aircraft. The simulator will
simulate Army serial #81-23385 CH 47D aircraft. The hardware and software baseline

for the CH 47DFS is the CH 47CFS production unit. The instructor station, trainee

station, observer station, and motion system are essentially identical to the CH-
:.."47cFS.

Major aircraft modifications to the CH 47CFS production model for this

application include simulation of the T55-1_712 turboshaft engine, fiberglass rotor
blades, cargo hooks, an advanced flight control system, navigation, and communciation
systems, aircraft systems, survivability avionics equipment, and a modified cockpit
configuration. Simulator changes include a new technology digital voice system, a

C-16
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record/playback instructional voice system, and substitution of a computer generated

image (CGI) generator visual system with pilot and copilot side and front windows.

5.3 AH-l (COBRA) Flight and Weapons Simulator (AHIFWS)

The AH I FWS is designed to provide training in normal operating proce-

dures, emergency procedures, and gunnery techniques to include delivery of the TOW

missile. The trainer consists of two trainee cockpits representing the pilot and copilot

stations, respectively. Each trainee station is an authentic replica of the actual

aircraft from the aft station of the pilot's seat forward. The design of the trainee

stations was determined as a result of training task analysis and fidelity requirements

analysis. To the rear of each trainee station and within the same enclosure is an

instructor station equipped with the necessary controls, indicators, and displays to

-." enable control and management of the training process. The instructor station design

and arrangement is based upon a human engineering analysis and instructor training

requirements analysis to facilitate an effective instructor/trainee interface. Included

in each instructor station is a location for an observer.

The instructor/trainee station is mounted upon a six-degree-of-freedom

motion system. These systems provide pitch, roll, yaw, vertical, lateral, and

longitudinal motion cues. 'J

The trainer includes a visual system that provides day and night visual cues

to the trainees as well as weapons' effects. This high resolution visual system employs

a closed circuit laser camera/television system with three-dimensional terrain models.

Two identical 64 feet long by 24 feet high models represent a part of the Fort Rucker

training area approximately II X 4 nautical miles in area. A laser probe, synchronized

with cockpit maneuvers, generates the visual presentation which is seen by the trainee

and insructor through the front window. The pilot station also includes a side window

to enlarge the field of view available to the pilot when required for certain maneuvers,

such as autorotations. By providing two identical model boards, the Army has the

option of flying separate training missions for the pilot and the gunner simultaneously

or, they can be electronically coupled and provide a team training capability.

Realtime simulation of the AH-I and management of all related advanced

training, navigation/communication, aircraft systems and subsystems, and visual

display programs is provided by a digital computer complex. A DEC PDP 11/55

provide- the primary computation system.

C-1
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* 5.4 UH-60 BLACKHAWK Flight Simulator (UH 60FS)

The UH 60FS is designed to provide training in normal visual and

instrument maneuvers and operating procedures, emergency procedures and continua-

tion training. Continuation training is primarily oriented toward training and

-" maintenance of tactical flight skills. The trainer consists of a trainee station with

positions for both pilot and copilot trainees. A training task analysis and fidelity

analysis determined that this station should be a replica of the actual aircraft. To the

rear of the trainee station and within the same enclosure is an instructor sttion

equipped with the necessary controls, indicators, and displays to enable control and

management of the training process. The instructor station design and arrangement is

based upon a human engineering analysis and instructor training requirements analysis

, to facilitate an effective instructor/trainee interface. Included in the instructor

station is an observer station which permits monitoring of both trainee and instructor

activities.

The instructor/trainee station is mounted upon a six-degree-of-freedom
motion system. This system provides pitch, roll, yaw, vertical, lateral, and

longitudinal motion cues. The UH 60FS includes a Digital Image Generator (DIG) four

window, three channel, full day-night visual system. To simulate a tactical combou

environment, the DIG visual system provides ground muzzle flashes, tracer effects, a

ground-to-air missile signature, and moveable enemy tanks. The simulator also

permits flight at a four foot wheel height above ground level throughout the entire

gaming area, training in confined areas, pinnacle operations, sling loads, and formation

flight.

Realtime simulatin of the UH-60 and management of all realted advanced

_ training, navigation/communication, aircraft subsystems is provided by a digital

computer complex. A Perkin-Elmer 8/32 computer system provides the primary

.- computation system. An additional Perkin-Elmer 8/32 provides the DIG computation

-. system.

5.6 AH-64A (APACHE) Combat Mission Simulator (AH 64CMS)

The prototype AH 64CMS has been designed to provide a training capability

for flight and weapons delivery, normal and emergency procedures, and sensor systems

operations. The simulator will include two separate trainee cockpits, one for the pilot

and another for the copilot. Each trainee station is an authentic replica of the actual

aircraft. The design of the trainee stations was determined as a result of training task
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analysis and fidelity requirements analysis. To the rear of each trainee station and

within the same enclosure is an instructor station equipped with the necessary

controls, indicators, and displays to enable control and management of the training

process. The instructor station design and arrangement is based upon a human

engineering analysis and instructor training requirements analysis to facilitate an

effective instructor/trainee interface. Included in each instructor station is an

observer station which permits monitoring of both trainee and instructor activities.

The instructor/trainee station is mounted upon a six-degree-of-freedom

motion system. These systems provide pitch, roll, yaw, vertical, lateral, and

longitudinal motion cues.

The visual system is Digital Image Generator (DIG) which is current state-

of-the-art out-the-window scene and sensor imagery and symbology to each of the

appropriate crew members video displays. The simulated imagery includes forward

looking infrared (FLIR), day television (DTV) and direct view optics (DVO). Pilot

displays consist of the integrated helmet and display sight system, helmet display unit

(IHADSS HDU) and a panel mounted video display unit (VDU). Gunner displays include

the IHADSS HDU, a target acquisition and designation sight heads down display (TADS

HDD), and TADS heads out display (HOD).

The pilot and copilot gunner will have the capability to train individually

(independent) or via electronic coupling may train as a team performing integrated

combat missions.

Realtime simulation of the AH-64 and management of all related advanced

training, navigation/communication, aircraft systems, tactical systems, hostile threat
activities, and the visual display programs is provided by an extensive digital computer

complex. The computer complex consists of Perkin-Elmer 32/52 and 32/50 computers.

-- Vl
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APPENDIX D

DETAILED INSTRUCTIONAL FEATURES

COMMONALITY ANALYSIS

Appendix D is an examination of the instructional features found in the

various simulators that comprise the SFTS. It defines these features, describes their

. purpose and intended use, and describes their current degree of commonality across

" simulators. For the purpose of this discussion, the features designed into the AH-64

CMS currently under development are considered to be a 'baseline" configuration. The

feature definitions and descriptions of their purpose and intended use contained in the

present report have been extracted with very minor change from the specifications for
the AH-64 CMS. Figure D depicts the instructional features to be discussed and the
SFTS in which each is found.

SIMULATOR INSTRUCTIONAL FEATURES FOUND IN

SYNTHETIC FLIGHT TRAINING SYSTEM SIMULATORS

FLIGHT SIMULATORS

INSTRUCTIONAL AH-64 AH- I U-60 CH-47
FEATURE CMS FWS FS FS

Record/Playback X X X X
* Hardcopy X X X X

Manual Freeze X X X X
Automatic Freeze X X X X

Parameter Freeze X X X X
Demonstration X X X X
Demo Prep X X X X
Malfunction Simulator X X X X
Store/Reset X

Remote Display X
Auto Malfunction Insertion X
AMI Exercise Prep X

Automatic Flight X
Automatic Flight Prep X
Target Engage Exercise X
Target Engage Exercise Prep X

V FIGURE D
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I. Record/Playback

a. Definition .
Record/Playback (R/P) is a simulator instructioral feature that permits the

instructor to replay a recent or immediately preceding segment of simulated flight.

During a playback, all events which occurred as a consequence of pilot input to the
simulator's controls will be reproduced without such inputs having to be repeated. The

playback will repeat the cockpit control movements, cockpit instrument values,
cockpit displays, motion cues, visual scenes, mechanical and aerodynamic sounds, and

voice communications which occurred during the period of recorded time selected far

replay.

The R/P feature continuously records the most recent segment of

simulated activities. Recording occurs automatically whenever the simulator is being
controlled (flown) from the pilot's station. Periods of Freeze, Demonstration, or

control of the simulator from the lOS are not recorded except to the extent that may

be required to establish initial conditions. The most recent period of training activity,
e.g., five minutes (or all previous activity if less than five minutes of pilot-controlled -

flight have occurred), will be recorded and continuously available. Recorded flight
may be accessed for playback in 10 to IS second intervals up to the full time available,

and access time to the beginning of any such interval must be rapid, e.g., within IS

seconds.

b. Purpose and Intended Use
The purpose of the R/P feature is to enable the pilot to examine his own

performance and to aid the instructor in critiquing pilot performance. R/P provides a

faithful reproduction of pilot performance that can be examined in detail at a pace
determined by the instructor, repeatedly if necessary, while that performance is

simultaneously being reviewed by the pilot himself. Its use will permit relationships

between pilot control inputs and system responses to be examined, and thus it can be

employed with pilots having particular difficulty mastering a specific skill. The R/P
feature will be used when new maneuvers or tasks are being trained and when

instructor critiques are an important instructional activity. Its frequency of use will
decrease as the pilots using the simulator become more proficient in the performance

of required tasks.

The most frequent use of the R/P feature will follow an error or a less than
satisfactory performance by the pilot. Rather than waiting until a post-training period

debriefing to critique such performance, the instructor will interrupt the simulated
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*" -flight to replay the performance in question. Using the recording as an aid, he will .

"debrief" the pilot at that time. Normally, the performance of interest will be of

, short duration, so the time devoted to the playback will be-brief. The duration of the

recorded performance that is available is intended to permit the instructor a degree of

. flexibility in employing the R/P feature. He seldom will replay the entire recording,

since to do so would tend to be an inefficient use of training time.

- The Freeze function serves the same purpose when the R/P feature is in

use as it does during any nonplayback mode of operation in that it "freezes" all

parameters at the values which exist at the time Freeze is entered. Regardless of the

prior activities, the instructor may end Freeze and (I) continue monitoring the

playback in real time with synchronized audio; or (2) continue monitoring the playback 4

* -. in real or slow time without audio. Slow time is a condition in which one unit of real

or recorded time is stretched to two units of playback time, i.e., activities are slowed

down to facilitate monitoring them. While in freeze status, the instructor also may

elect to terminate the playback and continue other instructional activities.

c. Commonal ities/Differences

I. Control functions:

Select Interval - Control to select the number of minutes of playback

desired.

R/P Activation -After selection of desired time interval, activation

of playback permits the crew to monitor recorded

performance.

Audio Off - Enables and disables audio during monitoring of
playback.

Slowtime - Activation of this control slows playback time to

one half real time. .__Ay

Terminate - This function permits stopping the replay at any

point after activation and short of completion.

Reset - This function permits termination of replay at any

point and resetting to the point of interruption for -

replay.

Flyout - This function permits termination of replay at any

point and resuming flight from that point. -"
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COMMONALITY/DIFFERENCE OF CONTROL FUNCTIONS

CONTROL AH-64 CH-47 AH- I UH-60 .

FUNCTIONS CMS FS FWS FS

Select interval X X X X

R/P Activation X X X X

Audio Off X

SlowTime X X X X

Terminate X X X X

Reset X X X X

Flyout X X X X

FIGURE D-I

2. Functional differences:
bA

Select Interval - The UH-60 FS permits selection of I to 30 minutes

in one minute intervals. The AH-64 CMS, CH-47D

and AH-I FWS permit selection of I to 5 minutes.

Audio Off - The AH-64 CMS is the only SFTS with this control

function.

3. Hardware differences:

R/P Activation -The AH-I FWS and CH-47 FS are activated from

freeze by selecting a discrete control switch of I

through 5 minutes.

The UH-60 FS is activated from freeze by

selecting from I to 30 minutes on thumbwheel " -

selectors and depressing a discrete start switch.
The AH-64 CMS is activated from freeze by

selecting a CRT page and entering a specific line

number for I to 5 minutes via the instructor keypad.

Audio Record - The AH-64 CMS employs a digitized voice recording

system to record and store audio commentary during

training.

The CH-47 FS, AH-l FWS, and UH-60 FS employ
continuous loop tape cartridges to record and store

audio commentary during training.
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4. Advantages/disadvantages of design:

Selected Interval. There is no significant advantage for having more than 5 0

minutes of record playback time. The playback feature is utilized to provide timely

feedback of less than satisfactory performance for self-analysis and/or instructor

critique. The average time for employing this feature is approximately 3 minutes.

R/P Activation. There are no significant advantages or disadvantages to the

methods of implementation of hardware to activate and select time interval for

record/playback. Use of the CRT page with the instructor's keypad eliminates need

for series of discrete switches and thumbwheel selectros, but it ties up the CRT.

Audio Off. The audio off control permits the instructor to provide his own

instruction and commentary during periods of playback.

Audio Record. The advantage of a digitzed voice recording system over a tape

system is that it permits the repeat of the record/playback function with synchronized

voice as many times as required. O.

2. Hardcopy

a. Definition

Hardcopy is a simulator instructional feature that enables the instructor to

reproduce on a paper medium alphanumeric and graphic data displayed on an lOS CRT.

The feature provides a copy of those data as they exist at the time the reproduction is

initiated by the instructor. Data permitting subsequent identification of the pilot and

the instructional activity underway will appear on each copy generated by this feature.

b. Purpose and Intended Use
The purpose of the Hardcopy feature is to provide the instructor a copy of

perishable information displayed at the lOS. The copied display may be used by the

instructor to compare the performance of a pilot at two points in time during a single

instructional period, or over several such periods, to compare the performance of

several pilots on similar flight tasks, to aid the instructor in subsequent review of a

pilot's performance, and/or to provide objective information for permanent record

purposes. The instructor may write notes on the copy generated by use of this feature

as an aid to his subsequent use of the data copied. Use of the hardcopy feature vill

not affect any aspect of the simulation except for the generation of the copy. This

feature may be used independently of other instructional activities in progress.
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Although the lOS contains multiple data displays, only one can be copied at

a time. The instructor usually will be satisfied to copy single displays or to obtain

near-simultaneous copies of multiple displays by copying each one sequentially. - '.1

However, should the.instructor desire copies to be made of multiple displays occurring" *1
simultaneously, it would be necessary to preserve the displays until each can be copied

by entering freeze status. The time required to obtain copies of more than one display

or sequential copies of a single display will be limited by the time required to activate

the appropriate lOS controls. The copy generation process may require additional

time. Once generated, however, the copy will be available at the lOS for immediate

use by the instructor.

c. Commonalities/Differences

I. Control functions:

Activation - Controls located at the instructor station permit

generation of hardcopies of graphic and alpha-

numeric data displayed on the instructor station

CRTs.

Multiple Copy - Permits the instructor to obtain copies from

multiple CRTs or multiple (sequential) copies from a

single CRT.

Select Display - Permits selection of the CRT to be copied.

COMMONALITY/DIFFERENCE OF CONTROL FUNCTIONS

CONTROL AH-64 CH-47 AH-I 'JH-60
FUNCTIONS CMS FS FWS FS

Activation X X X X

Multiple Copy X X X X

Select Display X X X X

FIGURE D-2

2. Functional differences:

Activation - The CH-47 FS, AH-I FWS, and UH-60 FS permit

storing CRT data for up to 20 display pages while

training activities are in progress. To print
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hardcopy of displays, the simulator must be infreeze

and in an off-line operational mode.

The AH-64CMS has the capability to provide 0

copies of the instructor CRT display data

individually or sequentially on-line without affecting

training in progress. The copy is immediately

available to the instructor.

3. Hardware differences:

Activation - The CH-47 FS, AH-l FWS, d UH-6OFS have

discrete switches to store (SI .* 'LOT) up to 20

CRT display pages. They also nave an OFF LINE

control switch and a PRINT PLOT switch which

must be activated to print the stored CRT displays

from a freeze condition.

The AH-64 CMS has a single discrete switch

(HARDCOPY) which, when activated, immediately

copies and prints the CRT display data. The

simulator need not be in freeze status.

Select Display - The CH-47 FS and the UH-60 FS both have dual

CRTs at the instructor station. Data displayed on

the forward CRT may be stored and printed. Each

device has discrete control switches to interchange

data between forward and aft CRTs.

Other - In the CH-47 FS, AH-I FWS, and the UH-60 FS, when

the PRINT PLOT switch is activated the stored data

is printed on a hardcopy printer. These printers are

outside the instructor station enclosure, and the

instructor must leave the instructor station to

retrieve the data. Printing time for each page

averages 10 seconds.

In the AH-64 CMS, when the HARDCOPY switch

is depressed an immediate print of t )e CRT data is

generated at the instructor station. The hardcopy is
then available to the instructor for critiquing or

reviewing student performance. Printing time for
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each page averages 10 seconds; however, the disc storage will accept up to
five copies in rapid sequence while printing.

4. Advantages/disadvantages of design:

The disadvantages to the CH-47 FS, AH-I FWS, and UH-60 FS are (I) the

limitation of 20 copies per training period (i.e., 10 per simulator cockpit) and (2) the

hardcopies are not available until the training period is completed unless the instructor

elects to interrupt training to recover copies.

The advantages of the AH-64 CMS onboard printer are (I) immediate availability

of hardcopy at the instructor station, (2) no limitation on number of copies, and (3) no

interruption to the training process while requesting and receiving hardcopies.

3. Manual Freeze

a. Definition

Manual Freeze (MF) is a simulator instructional feature that enables the

instructor or the pilot to freeze or suspend ongoing simulated activity resulting from

input to the aircraft's controls (in the cockpit and at the lOS), from recorded data, or

from computer-generated data. During the period of suspension, the simulated

conditions existent at the onset of MF will be preserved, and the suspended activity
may be resumed at the option of the instructor or the pilot. Except for the primary

flight controls, controls and displays at the IOS and in the cockpit will retain their

normal function during use of this feature and may be employed to change the

preserved conditions. During a period of freeze, cockpit avionics displays will reflect

the fixed position of the simulated aircraft but will otherwise function normally in

response to operation of the controls associated with such displays.

5. Purpose and Intended Use
The primary purpose of the MF feature is to permit the interruption of the

simulation so that other instructional or supporting actiities may take place or to
provide a break in the instruction. The secondary purpose of this feature is to provide -. -.

3 stable condition during periods in which the simulator is "on" but the cockpit may be

unoccupied, thus allowing necessary setup or simulation modification functions to be

performed through controls located at the lOS. Cockpit ingress/egress also will be

possible during periods of freeze without concern for inadvertent movement of cockpit

controls.
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During the course of instruction, the instructor will employ the MF feature

in conjunction with other instructional features. A modification to the simulation that

I! involves a discontinuity in any parameter affecting flight will be effected only while

the simulator is in a freeze status, e.g., repositioning of the simulated aircraft or

substituting one external visual display scene for another (discontinuities involving

visual displays will require that such displays be blanked to minimize distractions to

the pilot). Instructional features that are incompatible with simulated flight under

pilot control may be initiated only when the simulator is in a freeze status, e.g.,

Record/Playback and Demonstration. Likewise, use of the Remote Display feature,
and the Harcopy feature when simultaneous copies of multiple displays are desired,

can occur only when the simulator is in freeze status. Use of other features, such as

Malfunction Simulation, Automatic Malfunction Insertion, and Parameter Freeze, may

be initiated without respect to the freeze status of the simulator, but the effect of

these features upon the simulation will be noted only when the simulation has resumed.

Although the frequency of use of the MF feature will vary as a function of

the preference of the instructor, the relative skill of the pilot, and the simulated

activity under way, the feature will be employed frequently. Therefore, ready access

to it is important. Ahen control of instructional activities is being exercised from the

lOS, employment of the feature normally will be initiated and terminated by the

instructor. When the pilot is engaged in a self-instructional activity, he may also

initiate and terminate periods of freeze from the cockpit. To avoid confusion over

whether the simulator is being or can be flown from the aircraft controls, the freeze

status of the simulator must be made obvious to all participants in the instructional 7

process at all times, regardless of whether its status was determined by the instructor,

by the pilot, or otherwise.

c. Commonalities/Differences

I. Control functions:

Freeze Activation - Controls located at the instructor station and

at the trainee station which, when activated, cause

all time-dependent functions to cease. Activation

of freeze also provides a clear visual indication in

the cockpit and at the instructor station that such

an action has been taken. The action occurs within

one computer frame cycle. .

to
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COMMONALITY/DIFFERENCE OF CONTROL FUNCTIONS

CONTROL AH-64 CH-47 AH-I UH-60
FUNCTIONS CMS FS FWS FS

Freeze
Activation X X X X

FIGURE D-3

2. Functional differences:

There are no functional differences within the SFTS when freeze is activated.

Activation suspends all ongoing simulation activity. While in freeze, all simulators

permit modification of the aircraft's simulated position, environment, and basic

configuration. All cockpit and instructor controls associated with oepration of the

simulator, including instructional features, are fully operable.

3. Hardware differences:
Activation - The CH-47 FS, AH-l FWS, and AH-64 CMS utilize

lighted alternate action switches to activate freeze

at both the trainee and the instructor stations.

The UH-60 FS utilizes a mushroom type (2-1/2 "

inches in diameter) alternate action switch at both

instructor and trainee stations.

4. Advantages/disadvantages of design:

Freeze Activation. The mushroom type switch is superior to the lighted switch.

It is easier to find in the dimly lit simulator interior. Additionally, during violent or

radical excursions of the simualtor motion systemn, the mushroom switch would

probably be easier to access and activate.

4. Automatic Freeze

a. Definition

Automatic Freeze (AF) is a simulator instructional feature that

automatically freezes or suspends ongoing simulated activity when predetermined

conditions are met. The effects upon the simulation and upon the cockpit and lOS

controls of an automatically initiated freeze are identical to those of a manually

initiated freeze.
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b. Purpose and Intended Use

The purpose of the AF feature is to place the simulator in freeze status

immediately upon the occurrence of specified events, and to do so without

intervention by personnel at the lOS or in the cockpit. Three kinds of events may

trigger the AF feature. They are: (I) entering a set of flight conditions that would be

the equivalent of a crash in the aircraft being simulated, e.g., exceeding aircraft
structural limits or impacting the surface at an excessive rate; (2) being impacted by

surface-to-air or air-to-air weapons; and (3) encountering conditions that mandate

placing the simulator in freeze status, e.g., preparing the simulator for an initial

instructional activity or reaching the end of a period of recorded flight. Since the

initiation of a freeze condition resulting from such events may not be expected, its

onset must be called to the immediate attention of the instrutor and the pilot.

The simulator may normally be released from freeze status at any time

through positive action by the instructor or the pilot. However, in the case of an

automatically initiated freeze resulting from the entry of the simulated aircraft into

crash conditions, action must be taken to remove or overcome those conditions before

the period of freeze can be ended. This may be done while the simulator is in freeze

status by selecting and inserting a new set of initial conditions preparatory to

beginning a new training activity, thus effectively removing the aircraft from the

conditions that led to the freeze. Alternatively, the instructor may elect to "override"
the crash conditions and permit the flight to continue from the point of crash. Should

this latter alternative be elected, the simulated aircraft would "fly out" of the crash

conditions following termination of freeze.

Crash conditions may be encountered frequently in training situations in
which relatively inexperienced pilots are attempting to acquire skill at tasks involving

unstable flight regimes or high performance maneuvers. In these situations, crash

conditions might be encountered too frequently for efficient instruction to take place.

In order to avoid such inefficiencies, the instructor might "override" future crashes

until pilot proficiency improves, and thus permit the simulated aircraft to "fly

through" conditions that otherwise would result in a crash and the automatic initiation

of a period of freeze. If the override function was selected before crash conditions

were encountered, the simulated flight would continue uninterrupted, but the displays

at the OS would reflect the fact that conditions equivalent to crash had been met.
The instructor would retain the option to remove the override function or to employ

the Manual Freeze feature at any time.
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A similar situation exists with respect to the automatic initiation of freeze

status when the simulator's weapons-scoring algorithm determines that the simulated

aircraft has received a lethal round (or number of rounds) from an enemy weapon, i.e.,
"own aircraft" has been "killed." When this occurs, the simulator will enter freeze

status automatically and will remain in that status until it is ended by positive action

from the lOS. As with the crash situation, in the kill situation the instructor may

remove the kill conditions by selecting a new set of initial conditions and resetting the

simulator for the next training exercise. Alternatively, he may override the kill

conditions (including any aircraft system malfunctions that may have been simulated

to indicate nonlethal hits) and, by ending the freeze status, allow flight to continue

from the point of interruption. As with crash, the instructor also may elect in advance

to override the AF feature with respect to the hit-kill algorithm in order to avoid too-

frequent interruptions for a relatively unskilled pilot. When Override is elected in

advance of the event's occurrence, the effects of being hit, other than aircraft

degradation and/or freezing the simulation, will nonetheless occur, e.g., sounds and

weapons signatures will occur, and scoring and status information will be displayed at

the lOS. The instructor, in advance and without regard to his election concerning

crash conditions, may elect to override or not override kill conditions. Conversely, he

may do the same with respect to crash conditions.

*? The other events which automatically initiate freeze status relate to

administrative aspects of the simulator instructional process and provide an

interruption in the simulation at points at which a decision must be made concerning

the next instructional activity. No AF override function is appropriate with respect to

these events, because their occurrence indicates a choice point at which a different

activity must be initiated if the simulation is to continue. Such an event occurs when

the simulator is initially made ready for use at the beginning of a period of instruction

and at the end of a segment of recorded flight, e.g., upon completion of a

Demonstration or a selected interval of Record/Playback.

c. Commonal ities/Differences

0' I. Control functions:
Activation - This feature is activated automatically when

predetermined conditions are met. The result of an

automatic freeze are identical to those of a

O manually initiated freeze. It is not under manual
control.
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Crash Override - This function enables the instructor to overt a crash
condition. The simulator will fly through the crash

condition, or the instructor can activate crash

5override after a crash occurrence and fly away from
" it.

Kill Override - This function enables the instructor to avert a

threat weapons kill algorithm. The simulated
aircraft will fly thorugh the condition; however, ':O0

cockpit sounds and visual indications of a hit are still

present. j
COMMONALITY/DIFFERENCE OF CONTROL FUNCTIONS

* CONTROL AH-64 CH-47 AH- I UH-60
FUNCTIONS CMS FS FWS FS

Activation X X X X
Crash Override X X X X.

Kill Override X

FIGURE D- PIP

2. Functional differences:

Kill Override - The AH-64 CMS contains the simulation of a
realistic threat environment to include interactive
hostile weapons and radar emitters. The threat is

controlled by automatic target engagement

exercises and a sophisticated threat algorithm. To

enable the instructor to manage and control the

training process, the Kill Override control was

provided.

The CH-47 FS, AH-I FWS, and UH-60 FS include

visual and audio cues for threat weapons activity

but not hits that cause systems malfunctions or

catastrophic failures requiring emergency landings

or crashes. Consequently, this function is not
! l applicable to those simulators.

D-13
,.....:

.-:..-,--','-'2.-2.-: .- *':-2- -~. " .-:'-:-,. . .-.- 2 --.. -. .... - .-- -. '._.. -. . - 5. -'.2 2--5 . - , '.,","- . - .-- ". 2"



3. Hardware differences:

Kill Override - A lighted alternate action switch has been added to

the AH-64 CMS instructor control panel to provide

this control.

4. Advantages/disadvantages of design:

All of the SFTSs have automatic freeze instructional features and crash override

controls. The need for the Kill Override is unique to the AH-64 CMS because of the

interactive threat environment.

5. Parameter Freeze

a. Definition

Pararrmeter Freeze (PF) is a simulator instructional feature that enables the

instructor to freeze one or more of the simulator flight parameters to its current

- value. When a parameter is in freeze status, all other parameters will be unaffected.
All simulator reror-nance and the displays at the lOS will reflect the fixed value of

the frozen paraomnper, however.

The parameters that can be frozen by the instructor are limited to those

provided in the si>rulation. These parameters will include aircraft position, individual

rates of directional and angular movement, orientation in space, and fuel and

expendable stores on board. The status of all frozen parameters will be indicated .-.

prominently on relevant lOS displays and in all records of measured pilot performance.

- b. Purpose and Intended Use
The primary purpose of the PF feature is to enable the instructor to reduce

the difficulty to the pilot of the task being performed. Using the PF feature, this

could be done by freezing one or more parameters of flight, thus reducing the number

of parameters demanding the pilot's attention. Such an approach might be employed

to simplify aircraft control when a pilot is experiencing difficulty developing the

complex skills required to fly the simulated aircraft, or while the pilot acquires skills

at associated tasks such as tracking a missile on a target or learning to operate on-

•)oard avionics and associated displays. When pilot performance is being measured

automatically, use of the PF feature will be displayed prominently in all data displays

and recordings to indicate that the task has been made easier to perform.

A secondary purpose of the PF feature is to facilitate the administration of

training involving expendable resources, i.e., fuel. By freezing these parameters,
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training can proceed without interruption for the purpose of restoring expended

resources. The effect would be to provide an inexhaustible supply of fuel.

A parameter may be frozen without respect to whether the simulator is in

freeze status. Thus, a parameter frozen while the simulator is in freeze status will 0

remain in freeze status when the simulator freeze is ended. While the feature will be

employed sparingly, timing of the initiation of a period of freeze for a selected

parameter may be important to the instructor, and the process cannot be lengthy or

difficult. S

c. Commona lit ies/Dif ferences

I. Control functions:
Parameter Freeze
Activation - This function enables the instructor to select one or

more simulated aircraft parameters (flight, position,

configuration) and freeze them at their existing

condition.

COMMONALITY/DIFFERENCE OF CONTROL FUNCTIONS

CONTROL AH-64 CH-47 AH- I UH-60
FUNCTIONS CMS FS FWS FS

Parameter Freeze
Activation X X X X

FIGURE D-5

2. Functional differences:

Airspeed/Altitude
Freeze - The CH-47 FS and the UH-60 FS have a separate

control to enable the flight instructor to freeze the

indicated parameter without accessing the CRT
when preparing demonstrations.

Vertical Speed/
Turn Rate Freeze - The CH-47FS and the UH-60 FS have this

control to assist the flight instructor to freeze the "40
indicated parameter without accessing the CRT

when preparing fly in demonstrations.

.D-1
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3. Hardware differences:

Airspeed/Altitude
Freeze - The CH-47FS and UH-60 FS have a discrete lighted

alternate action switch (A/S ALT FREEZE) located

on the Auxiliary Control Panel in the trainee station

to activate/deactivate these two freeze parameters

simultaneously.

Verticle Speed/
Turn Rate Freeze - The CH-47 FS and UH-60 FS have a discrete

lighted alternate action switch (CLIMB TURN R) --

located on the Auxiliary Control Panel in the

trainee station to activate/deactivate these freeze

para-meters simultaneously.

4. Advantages/disadvantages of design:

In the CH-47 FS and the UH-60 FS, the Airspeed/Altitude Freeze and the

Vertical Speed/Turn Rate Freeze controls, along with several other controls, are

installed on an Auxiliary Control Panel. This panel is installed on the aft console

between the pilot's and copilot's seat. The Auxiliary Control Panel includes controls
which help the flight crew to record demonstrations from the trainee compartment

when no one occupies the instructor station. They are useful in a side-by-side aircraft

configuration where a copilot can use them while a pilot flies the aircraft.

The AH-64 CMS and AH-I FWS simulate tandem-seated aircraft, with each seat

isolated to its own cockpit. Thus, only one pilot occupies the cockpit. Demonstrations

are prepared in these simulators with an instructor at the instructor station. Thus,

separate controls to freeze airspeed, altitude, vertical speed, and turn rate were not

considered necessary, since the functions involved can be performed through

CRT/keypad controls.

6. Demonstration

a. Definition

Demonstration (Demo) is a simulator instructional feature that consists of

a prerecorded aircraft maneuver, or series of contiguous maneuvers, that provides a

model of the desired performance of the maneuver being demonstrated. The Demo

reproduces all simulated flight conditions and aircraft performance that occurred

when the maneuver was originally recorded, including appropriate actuation of cockpit
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instruments, indicators, and flight controls; motion system movement; visual display

scenes; and mechanical and aerodynamic sounds. A Demo includes a synchronized

audio briefing, explanation, and instructional commentary designed to facilitate the

pilot's subsequent performance of the maneuver.

The content of a Demo is not necessarily limited to execution of the

maneuver(s) being demonstrated. A Demo may include repetitions of the entire
maneuver or of any one or more of its segments, segments presented in slow time, and

pauses, each with unique instructional commentary, whenever such variations in

format of presentation may facilitate an understanding by the pilot of the associated
performance requirements. '

Demos may be divided into segments that correspond to significant parts of

the maneuver being demonstrated or to events in the Demo itself. Each such segment

is independently addressable from the lOS. Thus, each segment provides a "mini

Demo" that addresses a particular aspect or portion of the maneuver beingdemonstrated. i

b . Purpose and Intended Use

The purpose of the Demo feature is to provide standardized instruction in

the performance of difficult and/or complex aircraft maneuver or series of contiguous

maneuvers. The content and format of that instruction may vary significantly from

one Demo to another, but Demos normally illustrate idealized performance, identify ..

the significant cues and discriminations the pilot must learn to make in executing a

maneuver, and provide other instructional commentary that may facilitate task

mastery. A properly prepared Demo will aid the pilot in the acquisition of both

knowledge and skills associated with performance of the maneuver demonstrated.

Demos normally will be used by the instructor to introduce a new maneuver

to the pilot, and the pilot will observe the entire Demo without interruption before

attempting to perform the maneuver in the simulator. The instructor might wish to

repeat all or a portion of the Demo immediately, or after the pilot has attempted to

perform the maneuver. Alternatively, the instructor might re-present the Demo or

one or more of its segments for the further instruction of a pilot who may find the

maneuver particularly difficult to understand or to perform correctly. The instructor

-nay elect to re-present only a segment on which the maneuver is recorded in slow

time or in which a particular explanation is included, or he may repeat the entire

rDeno or a segment of it with the accompanying instructional commentary off so that -.

he can provide his own commentary.
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c. Commonal ities/Differences

I. Control functions:

Demonstration Activation - Permits selection and presentation of a

.- previously developed demonstration. Demonstration

selection and activities must take place when the

simulator is in freeze status.

Segment Select -Permits entry to demonstrations at intermediate

locations (segements) within the demonstration.

Audio Off - Enables and disables audio during monitoring of

demonstration.

Terminate - This function permits stopping the demonstration at

any point after its initiation and short of

completion. Terminate is initiated with FREEZE.

Flyout - This function permits termination of the

demonstration at any point and resumption of free

flight from that point.

Condition Reset - This function permits termination of the

demonstration at any point, reset to a previously

stored set of conditions, and resumption of free

flight from that point.

COMMONALITY/DIFFERENCE OF CONTROL FUNCTIONS

CONTROL AH-64 CH-47 AH-I UH-60
FUNCTIONS CMS FS -WS FS

Demo Activation X X X X

Segment Select X X X X

Audio Off X

Terminate X X X X

Flyout X X X

O Condition Reset X

FIGURE D-6

2. Functional differences:

Activation - Figure D-6-1 depicts the functional differences of

the various SFTS demonstration programs.
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FUN~CTIONAL DIFFERENCES

FUNCTIONAL AH-64 CH-47 AH-I UH-60
ITEM CMS FS FWS FS 0

Number of Demos 20 20 20 24

Maximum Time per 5 15 30 30
Demo (min) iii

Tota I Avai lab le 200 300 300 480
Disc Time (min)
Maximum Segments 8 10 10 10
per Demo ___"

FIGURE D-6-I
Segment Select -All of the SFTSs permit accessing individual

segments (maneuvers) within demonstrations. "

However, the AH-64 CMS is the only one to provide

synchronized audio commentary when selecting a

demo segment. All of the others lose the audio

commentary unless the demo is activated from the

beginning.

Audio Off - The AH-64 CMS is the only SFTS with control over

this function.
Terminate - All of the SFTSs have provisions to terminate

demonstrations at any point prior to completion.

However, subsequent training activities are

determined by availability of other control

functions. The AH-64 CMS permits flyout,

condition reset, and reinitialization to resume
training.

The CH-47FS and AH-l FWS permit flyout and

reinitialization to resume training. In the AH-60

FS, a new initial conditions set must be selected in

order to resume training.
Flyout - The AH-64 CMS, CH-47 FS, and AH-I FS permit

flyout. The UH-60 FS does not have this capability.

Condition reset -This function is unique to the AH-64 CMS. The

instructor may store a single set of conditions at
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anytime prior to initiation of demonstrations and, upon completion of the

demonstration, return to that set of conditions.

3. Hardware differences:

Ac-tivation and

Segment Select -The CH-47 FS, AH-I FWS, and UH-60 FS all employ

three sets of digital thumbwheels to select

demonstration numbers. Activation/deactivation of

specific demonstations is accomplished by

depressing discrete INSERT or DELETE lighted

switches after' the demo number has been selected.

The AH-64 CMS utilizes the instructor's keypad

in conjunction with a CRT page, to select and

activate the desired demonstration.

Flyout - All of the SFTSs have discrete lighted switch

controls for FLYOUT, and with the exception of the
UH-60 FS, these controls function with the

Demonstration and Record/Playback instructional

features. The UH-60 FS flyout feature does not

function during demonstrations.

Condition Reset - This function and the discrete lighted switch

through which it is activated are unique to the AH-

64 CMS. It is described elsewhere in this report.

4. Advantages/disadvantages of design:

The demonstration termination capabilities included in the AH-64 CMS provile

more fle>'bility to the instructor for managing and controlling the training process.

The need to reinitialize the UH-60 FS is a limitation in that simulator.

The digitized voice system in the AH-64 CMS provides synchronized voice

commentary at any point in the demonstration.

*. Demonstration Preparation

a. Definition

Demonstration Preparation (Demo Prep) is a simulator instructional

feature that enables a simulator instructor to prepare a Demontr, r;on (Demo) for

repeated use during subsequent periods of pilot training.
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b. Purpose and Intended Use

The purpose of the Dem- Prep feature is to permit Demos to be prepared

by recording a period of performance in the simulator, modifying that recording to

enhance its instructional value, and adding an expository or instructional commentary.

The skills required to prepare a Demo using this feature are those normally found

among simulator instructors who are pilots, and no additional technical training or

computer programming skills are required. Nevertheless, it is expected that only

designated instructors will prepare Demos in order that control may be exercised over

their content and format.

Recording a Demo in the simulator will normally be preceded by the

development of a scenario for the Demo. The scenario will identify the simulated
conditions under which the maneuver(s) of interest will be flown, the number of

repetitions of all or designated portions of the maneuver that are to be included in the

completed Demo, where Pauses are to appear, and which segments are to be presented

in slow time. The scenario also will identify the beginning of each Demo segment that

is to be directly accessible by the instructor. A script of the planned instruictional

commentary will be prepared for the scenario. The script will be edited to assure that

proper timing will be maintained between the content of the Demo and the

commentary.

Following development of the scenario with its accompanying audio
commentary, the Demo described in it will be developed by flying the simulated

aircraft through the maneuver or series of maneuvers to be demonstrated while the

flight is being recorded. 'While making the recording, the instrujctor (with the

assistance of a second instructor located in the cockpit) would make use of the

simulator's other instructional features such as Manual Freeze, and Store/iReset

Current Conditions, as often as necessary to obtain a "model" performance of the

maneuver being flown. This process may be repeated until the instructor is satisfied

that the maneuver has been flown to the required standards. If the scenario requires

that the Demo inlcude more than a single repetition of the maneuver, as usually will

be the case, the recording process will be repeated as many times as may be required. O

Upon completing the recording of the maneuver, the instructor will "edit"

it in accordance with the scenario by inserting pauses when extended instructional

commentary might be required or by "stretching" to slow time parts of the maneuver

which occur too rapidly in real time for the pilot to be able to see important task -

interrelationships. He then would add Demo segment identifiers that will permit
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direct access to the beginning of individual segments when the Demo is employed in

the instructional process.

Finally, using the script prepared for that purpose, the instructor will add

the prepared instruc-tional commentary to the recorded Demo. Recording the audio,

which would normally be done while the newly prepared Demo is being replayed and

monitored, will require careful attention--and possibly several practice trials--to

synchronize the commentary with the instructional events being commented upon.

Because humans have limited attention spans and short-term recall

abilities, the more effective Demos will tend to be relatively brief. The subject "-

matter of Demos will consist of complex individual maneuvers or rapidly occuring

series of maneuvers of which verbal descriptions alone might not provide enough
information for pilots to learn rapidly to perform them. It is not expected that Demos

will be prepared to illustrate mission segments in which individual maneuvers are

separated by extended periods of relatively simple aircraft control tasks. For these
reasons, most Demos, including those which contain Pauses and Slow Time segments,

Will be brief, i.e., of less than five minutes duration. Long Demos would be

counterproductive in most instances and should not be prepared.

c. Commonalities/Differences

I. Control functions:

Enable - Controls at the instructor station and in the
computer room that permit access to the

demonstration preparation programs.

Initialize - Permits the instructor to establish a set of

simulated conditions to support the demonstration
to be developed.

Record - Cause the flight maneuver to be demonstrated to be

stored or recorded.

Edit Pause- Permits the insertion of periods of pause into the

recorded flight demonstration.
Edit Slowtime - Permit "stretching" the real time flight recording to

one half real time.

Segment Identification - Permit the instructor making the

demonstration to flag specific points in the flight

UI recording for segment identification and subsequent
"? recall.
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Edit Audio - Permits insertion of audio commentary to the flight

recording.

Store/Terminate - Permits permanent storage of the compelted

Sdemonstration and termination of the demonstration

preparation status of the simulation.

COMMONALITY/DIFFERENCE OF CONTROL FUNCTIONS

CONTROL I AH-64 CH-47 AH- I UH-60
FUNCTIONS CMS FS FWS FS

Enab le X X X X
Initialize X X X X

Record X X X X

Edit Pause X X X

Edit Slowtime X X X

Segment
Identification X X X X

Edit Audio X X X X

Store/Terminate X X X X

*FIGURE D-7

2. Functional differences:

Enable - The CH-47 FS, AH-I FWS, and UH-60 FS permit

direct access to the demonstration preparation

program from the instructor station.

The AH-64 CMS requires a coded instruction to

be addressed from the computer room prior to

accessing the demonstration preparation program

from the instructor station.

Edit Pause - The CH-47 FS does not have the capability for

inserting pauses into the recorded flight

demonstartion.

The AH-I FWS and UH-60 FS can only insert

pauses into the recorded flight demonstation if flags

are placed on the disc while the flight is being

recorded.
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The AH-64 CMS permits inserting pauses in the

recorded flight demonstration after it is completed

and is being monitored (edited) during a replay.

Edit Slowtime - The CH-47 FS does not have the capability for

inserting slowtime into the recorded demonstration.

The AH-I FWS and UH-60 FS can only insert

slowtime into the recorded flight if flags are placed

on the disc while the flight is being recorded.

The AH-64 CMS permits inserting slowtime in

the recorded flight demonstration after it is

completed and is being monitored during replay.

Segment Identification - With the CH-47 FS, AH-I FWS, and UH-

60 FS, segment identifiers must be inserted in the

recorded flight demonstration while the flight is
being recorded.

The AH-64 CMS permits inserting segment

identifiers in the recorded flight demonstration

after it is complete and is being monitored during

replay.

3. Hardware differences:

The CH-47 FS, AH-I FWS and the UH-60 FS incorporate discrete lighted

switches at the instructor station to be used to activate the control functions

associated with demonstration preparation.
The AH-64 CMS utilizes the instructor's keypad and a menu-type CRT page

display to activate and control the functions associated with demonstration

preparation.

4. Advantages/disadvantages of design:

The AH-64 CMS, AH-I FWS, and UH-60 FS demonstration preparation capabi-

lities are similar. Detailed structuring of scenarios prior to preparation in the AH-I

FNS and IJH-60 FS could possibly provide comparable demonstrations to those possible
with the AH-64 CMS. With the capability of the AH-64 CMS to edit demonstration

(i.e, to insert pause and slow time segments, and to add and receive instructional

commentary) after the flight has been recorded, the instructional staff has much more

flexibility in developing demonstrations, and the level of effort required to develop a -- I

satisfactory demonstration should be significantly reduced in this device.
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8. Malfunction Simualtion

a. Definition 0

Malfunction Simulation (MS) is a simulator instructional feature that

enables the instructor to fail, partially or totally, a simulated aircraft component or to

introduce an abnormal aircraft condition. When such a failure is inserted into the

simulation, the consequences will duplicate the consequences of a corresponding

failure in the aircraft simulated. Actions taken by the pilot in the simulator following

insertion of a failure will have the same consequences as would be experienced under

corresponding circumstances in the aircraft. The malfunctions that can be simulated

will consist of component failures or abnormal conditions likely to occur during

operation of the aircraft on the ground or in flight during the useful life of the

aircraft, and for which an appropriate response by the pilot is required in order to

complete a mission, avoid further aircraft degredation, or continue flight until a

landing can be made. The instructor may insert or remove a simulated malfunction, 0"%t4

but he may not affect its programmed chracteristics.

b. Purpose and Intended Use

The purpose of the MS feature is to enable the instructor to simulate the

occurrence of component malfunctions and failures so that the pilot may be trained to

determine that an abnormal condition has occurred, identify the condition, and take

the prescribed corrective or compensating action. Since the simulator provides a safe

environment in which such training can take place, it will be used frequently and in

conjunction with all other instructional features of the simulator not involving

recorded performance, and it will provide the only environment in which training

associated with the most hazardous malfunctions can take place. For this reason,

malfunction-compensating skills developed in the simulator must transfer intact and

without further training to the aircraft. All cues that are associated with the

malfunction in the aircraft and are detectable by the pilot are necessary to such

transfer and must be represented in the simulator.

c. Commonalities/Differences
I. Control functions:

Selection - Permits the identification and selection of mal-
functions to be inserted or deleted.

Insertion - Permits selected malfunctions to be inserted into

the simulation.
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Deletion- Permits deletion or deactivation from the simula-

tion of selected malfunctions.

Clear - Permits deletion or deactivation from the simula- -

tion of all previously inserted malfunctions simul-

taneous ly.

COMMONALITY/DIFFERENCE OF CONTROL FUNCTIONS

CONTROL AH-64 CH-47 AH- I UH-60
FUNCTIONS CMS FS FWS FS

Selection X X X X

Insertion X X X X

Deletion X X X X

Clear X X X X

FIGURE D-8

2. Functional differences:

Activation/Deactivation - Figure D-8-1 depicts the functional differences among

the SFTS malfunction features.

FUNCTIONAL DIFFERENCES

FUNCTIONAL AH-64 CH-47 AH-I UH-60
--ITEM CMS FS FWS FS

Total Number of
Malfunctions 225 200 131 262

Number Active at
a Time 5 10 59 51

FIGURE D-8-1

3. Hardware differences: J
Selection - The CH-47 FS, AH-I F'NS, and UH-60 FS all employ

three sets of digital thumbwheels to select .

-'- Umalfunctions by numbers. The instructor's keypad is

used to call up the malfunction display page on the

CRT so that malfunction numbers may be deter-

mined.
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With the AH-64 CMS, the instructor's keypad is

used to call up the malfunction display on the CRT

and to insert the selected malfunction by number.

Insertion - In the CH-47 FS, AH-l FWS, and UH-60 FS, .

activation of a specific malfunction is accomplished

by depressing a discrete INSERT lighted switch

after its number has been inserted.

The AH-64 CMS utilizes the instructor's keypad

to activate the selected malfunctions.

Deletion - The CH-47 FS, AH-I FWS, and UH-60 FS employ the
digital thumbwheels with the malfunction number

selected and a discrete DELETE switch to deacti-

vate malfunctions singularly. ,.

The AH-64 CMS utilizes the instructor's keypad

to deactivate malfunctions individually.

Clear - The CH-47 FS, AH- I FWS, and UH-60 FS have

discrete lighted MASTER MALFUNCTION CLEAR

switches which will deactivate all active malfunc-

tions simultaneously.

The AH-64 CMS also has a discrete lighted

switch (REMOVE ACTIVE MALFUNCTIONS) which

deactivates all active malfunctions simultaneously.

4. Advantages/disadvantages of design:

For direct activation or deactivation of malfunctions, the AH-64 CMS uses the

instructor keypad and the other SFTSs use thumbwheels and discrete switch. If a CRT

alphanumeric listing is required to identify the desired malfunction, the AH-64 CMS

instructor may display the malfunction lists on the CRT via the same keypad used to

enter the malfunction. A minor modification to the numerical sequence being entered

will provide these data. However, on the other SFTSs, if these same data are required,

the instructor must use his instructor keypad for the required display in addition to the

thumbwheels to enter the malfunction.

A feature that is of questionable training value is the number of malfunctions

active simultaneously in the CH-47 FS and UH-60 FS. With five active malfunctions, a

student pilot's manageable workload is heavily taxed to maintain aircraft control. To

permit activation of 9 or 10 malfunctions may overburden the student and produce an

unmanageable training environment.
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9. Store/Reset Current Conditions

a. Definition

Store/Reset Current Conditions (S/R) is a simulator instructional feature

that permits the simulation to be returned or reset to a set of conditions that existed

at an earlier point in time. The conditions to which the simulation would be reset

using this feature would have been selected when the simulator was initialized, or at .

the time of their occurrence during an instructional activity, and recorded or stored at

that time for subsequent use. Selecting and storing such conditions will not interrupt

or otherwise affect ongoing simulator activities. The stored conditions would be

retained until replaced by other stored or designated initial conditions. Reset to a set

of stored conditions can occur repeatedly.

b. Purpose and Intended Use

The primary purpose of the S/R feature is to permit a pilot to return (or to

be returned) to a previously encountered set of simulated conditions in order that he

may repeat a maneuver or flight segment that he attempted earlier. The feature

might also be used to provide a quick-reset capability that would enable an instructor

or the pilot to reset the simulated aircraft to a previously designated set of initial

conditions with minimum effort. A secondary purpose of the S/R feature is to

facilitate the development of coherent sets of initial conditions that can be retained

for use during subsequent periods of instruction.

The S/R feature provides a means of increasing the efficiency of the

simulator instructional process by enabling the rapid and easy reestablishment of the

exact conditions needed for a particular instructional activity. Thus, if the existent
conditions associated with the beginning of a maneuver or maneuver segment through

which the simulated aircraft may be flying are stored, the aircraft can be reset to

those conditions without having to repeat the process of flying to them.

The storage of such conditions is accomplished through controls located at

the lOS and in the cockpit. The existent conditions of the simulation may be stored

without respect to other instructional activities, to the freeze status of the simulator,

or to the position of any other lOS or cockpit controls. However, because operation of
the S/R controls in the cockpit may be difficult while flying the simulator, the pilot

will normally place the simulator in freeze status before exercising the Store function.

The Store function may be exercised repeatedly, but the Reset function will a iays

reset the simulated aircraft to the conditions existent at the most recent time the
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Store function was exercised. There is no restriction on the frequency of use of the

Reset function.

During an instructional period in which the Store function has not been

exercised, exercise of the Reset function will reestablish the simulator initial

• . conditions most recently selected through controls associated with the initialization

process. Each selection of an alternate set of simulator initial conditions during an

instructional period will automatically result in the loss of previously stored conditions.

Subsequent exercise of the Reset function before the Store function is exercised will

result in the reestablishment of the most recently selected initial conditions set.

-'' Thus, activation of the Reset function will always restore the most recently selected

set of simulation conditons, whether they were selected by exercise of the Store

function of the S/R feature or through the simulator initialization process.

As with the Store function, the Reset function may be exercised from the

lOS or the cockpit. Thus, a pilot responsible for his own instruction would be able to

increase the efficiency of that instruction by frequently resetting to conditions

appropriate to the particular task he might be practicing. Ie

While the Store function can be exercised without regard to the freeze - -

status of the simulator, the Reset function can be exercised only while in freeze

status. This status is necessary during reset because of the likely discontinuity of the

parameters of simulation involved in the simulated physical displacement of the

aircraft.

Use of the S/R feature to develop initial condition sets for use during

subsequent periods of instruction is a function that will take place when instructional

activities are not in progress. When new or revised initial condition sets are required,

they will be established by "flying to" the desired conditions, storing them, and

entering a freeze status. The stored conditions would then be transferred into

"permanent" storage in designated memory locations. In order to maintain control

over the content of initial condition sets, however, designation of a memory location

and transfer of the stored condition into permanent storage is a program development

function and cannot routinely be accomplished through controls located at the lOS.

10. Remote Display

a. Definition

Remote Display (RD) is a simulator instructional feature that permits -O.

alphanumeric and graphic data displayed on an lOS CRT to be displayed simultaneously
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to the pilot in the cockpit. The remote display will appear on a display provided for

that purpose or on an existing display provided primarily for other uses (e.g., visual

-.. ~ .system, HUD, or sensor scope).

- b. Purpose and Intended Use

The purpose of the RD feature is to enable the instructor at the lOS and

the pilot in the cockpit to view displayed information simultaneously. The feature will

be employed to facilitate communication between the instructor and the pilot,

particularly when the communication involves reference to graphic or symbolic

information. Any single CRT display reflecting pilot or simulated vehicle performance

available at the lOS may be remoted for the pilot's viewing while it is being displayed

at the lOS.

The RD feature will normally be employed when the simulator is in freeze

status. It cannot be used when the simulated aircraft is being controlled by the pilot

in the cockpit, since its use at such times could interfere with ongoing simulated

activities. During playback of a previously recorded segment of simulated flight (i.e.,

Record/Playback or Demonstration), however, the instructor may employ the RD

feature to enable the pilot to observe status information displayed on an lOS CRT and

to correlate that information with vehicle performance.

* II. Automatic Malfunction Insertion

a. Definition

Automatic Malfunction Insertion (AMI) is a simulator instructional feature

that automatically inserts malfunctions or failures of simulated aircraft components in

response to previously selected conditions expected to occur during an instructional

activity. These contingent conditions include events such as reaching a specified

. altitude or airspeed, releasing a weapon, exceeding a time limit, or any combination of
, such events. When the specified insertion contingencies have been met, the

11- -malfunction will occur in the manner programmed for it without instructor

intervention. The contingencies which "trigger" the insertion of each malfunction nay

be partially or totally unique. The AMI feature is organized into instructional

exercises consisting of a limited number (e.g., up to 10) preselected tnalfunctions each.

- b. Purpose and Intended Use

The purpose of the AMI feature, in contrast to the nonautomatic

Malfunction Simulation feature in which malfunctions are inserted manually by the
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instructor, is to cause selected malfunctions to be inserted automatically upon the

first occurrence during a simulated flight of previously specified events. The reduced

reliance upon an instructor to initiate emergency procedures training will permit a

relatively skilled pilot to practice selected emergency procedures when a simulator

instructor may not be available to administer such training. An additional purpose of

the AMI feature is to provide a greater degree of standardization in the selection and

insertion of malfunctions during training than would be possible if it were necessary to

rely solely upon various instructors to select and insert them. The increased
standardization will facilitate the assessment of pilot skill in responding to

malfunctions and will permit an increased degree of control over the content of

training, i.e., over the simulated malfunctions to which each pilot is exposed during

instruction.

The AMI feature will be used during advanced or continuation training

activities to aid previously trained pilots in the maintenance of their skills related to

recognizing and coping with aircraft malfunctions. The feature may be used with a

simulator instructor in attendance to provide instruction and criticisms as may be

appropriate. Alternatively the use of the feature permits a pilot to review his

emergency sk<ills in a "self-study" or review mode. In any event, the AMI feature will

be used when the primary purpose of the training activity is to conduct emergency

procedures training for pilots who are already familiar with the malfunctions irvolved,

or to provide a standardized situation in which pilot responses to malfunctions can be

evaluated. It will not be used to introduce pilots to malfunctions or in conjunction

with other training activities for relatively unskilled pilots.

12. Automatic Malfunction Insertion Exercise Preparation

a. Definition _41

Automatic Malfunction Insertion Exercise Preparation (AMI Prep) is a

simulator instructional feature that enables a simulator instructor to prepare (in AMI "i

exercise for repeated use during subsequent periods of instruction. An AMI exercise

consists of simulated aircraft malfunctions with single or multiple automatic insertion

conditions specified for each.

b. Purpose and Intended Use

The purpose of the AMI Prep feature is to permit AMI exercises to be

prepared by selecting a set of malfunctions to be simulated during a subsequent

instructional activity and identifying specific contingencies which, if met during such
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instruction, will "trigger" the insertion of each of the selected malfunctions without

further instructor involvement. The skills required to prepare an AMI exercise using

this feature are those normally found among simulator instructors who are pilots, and

no additional technical training or computer programming skills are required.

Nevertheless, it is expected that only designated instructors will prepare such

exercises in order that exercise content may be controlled.

Preparation of an AMI exercise will be preceded by the development of a -A

training mission profile or scenario to be used in conjunction with the particular

malfunctions of interest. This scenario will provide a context within which the

intended malfunction instructional activities can take place. It will also permit the

instructor to determine when malfunctions should be inserted to be of most

instructional value, and the insertion contingencies that are both probable as to

occurrence and realistic as to the circumstances of occurrence. An AMI exercise will

involve a maximum of approximately ten malfunctions.

In conjunction with the development of the scenario, the instructor will

identify an initial conditions set to be used with the scenario. This is important

because using a specified initial conditons set with a particular AMI exercise provides

an additional degree of standardization for the planned malfunction instruction. If

used with another set, the occurrence of a particular malfunction would be less

predictable, and standardization of training would suffer. Where standardization may

not be a concern, however, such as during practice sessions when an instructor may not

be present, other initial conditions sets could be used with the AMI exercise.

Following development of a scenario which identifies the malfunctions to
I e included in the exercise and specifies the contingencies to be used to trigger

insertion of each malfunction, the exercise itself must be prepared. This is done - -

interactively with the simulator through controls and displays located at the lOS.

Using a programmed question and answer format, the instructor will identify one of "
the available simulated malfunctions and will specify the insertion contingencies to be

associated with it. The contingencies will be specified in terms of arithmetic

operations (equal to, greater than, less than) and logical operators (AND and OR) on

parameters such as flight variables, time, position, preceding malfunction insertions,

lethality algorithms, and events such as weapons release and gear extension. In

specifying these contingencies, the instructor will select one or more parameters from

among a set of programmed parameters, specify the logical operator involved (if more

than one contingency parameter is selected), and "assemble" the contingencies desired
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to trigger each target event. Up to a minimum of five different parameters can be

involved in triggering each event, although one or two will be sufficient in most

instances. These exercise assembly activies will be repeated for each target event to

be included in the exercise.

When completed, the AMI exericse may be reviewed by inspecting a display

at the lOS. The display will identify the initial conditions set or sets that are

appropriate for use with the exercise, the malfunctions included in the exercise, and V

and the triggering parameters and designated operators associated with each. The

flight profile appropriate to the exercise also will be indicated.

After assemblying an AMI exercise in the manner described, it will be

stored with other exercises and made addressable for subsequent use during simulator

instructional activities. The display of the assembled exercise will be available for

subsequent use by instructors as an aid when the exercise is being used.

13. Automatic Flight

a. Definition

Automatic Flight (Auto Fly) is a simulator instructional feature that "flies"

t-e simulator for the copilot/gunner (C G) when the -PG cock<pit is operated in the

independent mode. When engaged, the Auto Fly feature will fly the CPG through a

pre-recorded flight path, aircraft maneuver, or series of contiguous maneuvers. When

this feature is in use, CPG cockpit instrument and indicator activation, motion system

,novement, visual display scenes, and mechanical and aerodynamic sounds will occur

just as if the simulator were being flown in the integrated node of operation.

b. Purpose and Intended Use

The purpose of the Auto Fly feature is to compensate for the missing

portions of the simulator and the flight control activities of the pilot when the CrG O

cockpit is operated in the independent mode. The Auto Fly will perform all required

flight control tasks and allow the CPG to concentrate on gunner tasks. While the Auto

% Fly feature is in use, is in Auto Fly, the CPG will have full access to and control over

all siqhting, sensor, and weapons systems normally avajilable in the CPG cockpit, and SP

will be able to detect, identify, and engage targets encountered along the recorded

flight path. At predetermined firing positions, the Auto Fly feature can bring the

simulated aircraft to a hover above surrounding masking cover, hold that position, and

then return the aircraft to the masked position. Deviation from the recorded flight -O

path will not be permitted.
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14. Automatic Flight Preparation

a. Automatic Flight Preparation (Auto Fly Prep) is a simulator instructional

feature that enables a simulator instructor to prepare an Auto Fly flight profile for

repeated use during subsequent periods of training.

b. Purpose and Intended Use

The purpose of the Auto Fly Prep feature is to permit the recording of

flight profiles that can be employed with the CPG cockpit when it is operating in the

independent mode. The skills required to prepare and Auto Fly profile using this

feature are those normally found amoung simulator instructors who are pilots, and no

additional technical training or computer programming skills are required.

Nevertheless, it is expected that only designated instructors will prepare Auto Fly

segments in order that control may be exercised over their content and format.

Preparation of an Auto Fly recording will normally be preceded by the

development of a scenario for the flight profile to be recorded. Development of the

scenario will include specifications of the simulated conditions under which the flight

path and maneuvers of interest will be flown, the planned route of flight, and the

requirements for instructions or other communciations to the CPG during the flight.

Following development of the scenarios, the flight profile will be recorded

'y fly/ing the simulated aircraft through the maneuvers indicated. As in the case of

the Demonstration Preparation feature, while making the recording the instructor may

.make use of the simulator's other instructional features, such as Manual Freeze and

Stor-/Reset Current Conditions, as often as necessary to obtain a "model"

performance of the desired flight profile. This process may he repeated until the

instructor is satisfied that each segment of the profile has been flown to the required

- tandards.

Upon completing the task of recording the flight profile, the instructor will

add segment ident*'Iers that will permit direct access to the recording and to the

beginning of its individual segments when the Auto Fly feature is employed in the

instrictional process.

5 Target Engagement Exercise

a. Definition

. Target Engagement Exercise (TEE) is a simulator instructional feature that

automatically inserts events associated with the engagement of hostile targets in
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response to performance of the trainees. The events to be inserted include initiation

of target movement, target weapons release, activation of hostile radar, and own-

aircraft malfunctions that could result from hostile activity. The trainee

performances which trigger such events include reaching a specified altitude, duration

of exposure to a target, coming within a predetermined range of a target, releasing a

weapon, exceeding a time limit, or any combination of such events. When the

specified insertion contingencies have been met, the target event will occur in the

manner programmed for it without instructor intervention. The contingencies which

trigger the insertion of each event may be partially or totally unique. The TEE is

organized into instructional exercises consisting of a limited number (E.G., up to 15)

preselected events each.

b. Purpose and Intended Use

The purpose of the TEE feature is to provide effective target engagement

training in the simulator through the automatic initiation of target activity in response

to pilot and CPG performance. The use of the TEE feature will reduce reliance upon

an instructor to initiate target activity and related events, thus permitting him to

attend to coaching and other instructional tasks during engagement training. An

additi -al prupose of the feature is to provide a greater degree of standardization in

the presentation of typical threat situations during training than would be possible if it

were necessary to rely solely upon various instructors to select and insert them. The

increased standardization will permit an increased degree of control over the .::)ntent

of training, i.e., over the simulated hostile events to which each pilot is exposed, and

will facilitate the assessment of pilot skill in responding to such events.

1',ormally, a Target Engagement Exercise will be used with pilots and/or

CPGs who are already familiar with procedural aspects of operation of the aircraft

and its sensor and weapons systems. When target engagement training or practice is

required, the instructor will select a previously prepared exercise and insert it into the

simulation. Unless the simulated aircraft is already in the appropriate portion of the

visual gaming area as a consequence of prior activity, an initial conditions set that will

nIace it in that area also must be inserted. If training is being conducted in the

independent mode of simulator operation and an Automatic flight recording is to be

used, the instructor must select a recording that is compatible with the Exercise .,-

rather than an initial condition set. Insertion of an Exercise will automatically

activate the target sites associated with it (and deactivate any previously activated
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sites), so no further effort will be required of the instructor to set up the simulator for

the intended target engagement training.

An example Target Engagement Exercise event would be a designated

target initiating a radar scan and lock-on, followed by release of a missile, contingent

upon line of sight exposure of own-ship to that target for a period of two seconds while

within a range of 3,000 meters. A second event, contingent upon t' e occurrence of

the first, elapse of missile travel time, and continued line of sight exposure, would be

a simulated near miss to own-ship (light flash outside cockpit canopy accompanied by

sound) resulting in insertion of right engine oil pressure loss (a malfunction). Another

example event would be initiation of movement by another target following release of

an ovn-ship missile and the prior occurrence of the event described above.

Once an instructional activity that contains a Target Engagement Exercise is

initiated, it will continue, with target activity and associated events occurring

automatically as the contingent conditions associated with each are met. Instructor

station displays will be updated automatically to reflect activation of target sites
when the exercise is inserted and the performance of the pilot and/or CPG as the

engagement progresses. Controls and other instructional features normally available I
during simu!ator instruction (Freeze, Record/Playback, Hardcopy, etc.) will be

available for use during use of the TEE feature.

16. Target Engagement Exercise Preparation

a. Definition

Target Engagement Exercise Preparation (TEE Prep) is a simulator

instructional feature that enables a simulator instructor to prepare a Target

Engagement Exercise for repeated use during subsequent periods of instr.uction. A

Target Fngagement Exercise consists of simulated target activities with single or

multiple automatic insertion conditions specified for each.

b. Purpose and Intended Use
The purpose of the TEE Prep feature is to permit Target Engagement

Exercises to be prepared by selecting a set of target events to he simulated durinc a

subsequent instructional activity and identifying specific contingencies which, if met

during such instruction, will "trigger" the insertion of each of the selected events

without further instructor involvement. The skills required to prepare a TEE using this

feature are those normally found among simulator instructors who are pilots, and no

additional technical training or computer programming skills are required.
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Nevertheless, it is expected that only designated instructors will prepare such

u exercises in order that exercise content my be controlled.

Preparation of a TEE will be preceded by the development of a tactical

situation description or scenario. This scenario will provide a context within which the

intended target engagement instructional activities can take place. It will also permit

the instructor to determine which target sites should be activated, what target should

be placed at each activated site, when target events should be inserted to be of most

instructional value, and the insertion contingencies that are both probable as to

occurrence and realistic as to the circumstances of occurrence. A TEE will involve a

maximum of approximately I5 target events.

In conjunction with the development of the TEE, the instructor will

identify an initial conditions set or Automatic Flight recording to be used with it. This

is important because using a specified initial conditions set or Auto Fly recording with

a particular exercise will place the simulated aircraft in the vicinity of the activated

target sites and will provide an additional degree of standardization for the planned

target engagement instruction. If used with another set or recording, the occurrence

of a particular event would be less predictable, and standardization of training would

Following development of a scenario which identifies the target events

-, appropriate to be included in the exercise and the contingencies to be used to trigger

insertion of each event, the exercise itself must be prepared. This is done

interactively with the simulator through controls and displays located at the IS. Using
a programmed question and answer format, the instructor will identify the target sites
to be activated and the particular target to be positioned at each. He will then select

. . one of the available target events, designate the target with which it is to be

associated (if applicable), and specify the event insertion contingencies. The

" contingencies will be specified in terms of arithmetic operations (equal to, greater

than, less than) and logical operators (AND and OR) on parameters such as own-ship

line of sight exposure to a target, and events such as own-ship weapons release. In

specifying these contingencies, the instructor will select one or more parameters from

among a set of programmed parameters, speciry the logical operator involved (if more

than one contingency parameter is seleced), and "assemble" the contingencies desired

to trigger each target event. Up to a minimum of five different parameters can be
involved in triggering each event, although one or two will be sufficient in most

instances. These exercise assembly activites will be repeated for each target event to

be included in the exercise.
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